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Abstract— Analyses and simulations have shown that
interconnect shielding can replace a large fraction of the
delay buffers used to achieve timing goals through a useful
skew clock design methodology. Immunity from process,
operation, and environmental variations in nanoscale CMOS
technology clock designs are essential, thus making
predictable delays and useful skews highly important.
We examine interconnect shielding intradie within-die (WID)
and interdie die-to-die (D2D) variations under a wide variety
of (P, V, T) corners, and show their applicability and ability to
achieve clock design timing goals. The analysis is based on
post-silicon measurements of a novel shielded interconnect
ring oscillator in a 16-nm test chip supported by a rigorous
provable estimation methodology.

Index Terms—Clock trees, delay tuning, interconnec-
tions, process variations, ring oscillator (RO), useful skew,
wire shielding.

|. INTRODUCTION

ERY large scale integration (VLSI) designers have stud-
ied delay distribution in clock trees extensively. Time-
borrowing relaxes timing constraints, thus allowing higher
clock speeds [1], [2]. These techniques, which are known
collectively as the useful clock skew (useful skew for short),
shift the arrival time of the clock signal to the sequential
circuits in some prescribed amount relative to a nominal
clock referred to as zero. The shifts are usually obtained by
inserting delay buffers in the clock-trees. It is important to
differentiate between the useful skew which is intentional,
aimed at speeding up the clock, to the inherent ordinary skew
occurring by the RC delays of a nonideal clock-tree, which
slows down the clock.
The internal delay of the buffers is subject to wide, unpre-
dictable changes in process variation, and has been aggravated
by recent progress in VLSI technologies to the nanometer
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scale [3], [4]. Inserting delay buffers into a clock network is
a delicate task and a design burden. Smaller variations ensure
that the useful skew will be sustained across a broad range of
operation and silicon conditions [5]. Wires are considerably
less sensitive to process and operating condition variations
than delay buffers. This makes the design more robust and
its operation in silicon more predictable at corners [6].

Interconnect shielding for achieving clock tree timing design
goals has been described in two separate works. The first
[71, [8] showed that wire shielding can provide a sufficiently
large dynamic range of delay tuning via shield spacing over a
wide range of interconnect widths and lengths. This dynamic
range of delay tuning is essential for effective useful skew
design. SPICE simulations have shown that for process, oper-
ational, and environmental (P,V,T) variations, the delay range
obtained by using shield spacing is more robust than that
obtained by common delay buffers.

It is important to note that the replacement of delay buffers
by shields to control clock skew does not impact routing
resources. Usually, the clock network is already shielded to
protect signal integrity. We take advantage of this to control
the underlying clock signal RC delays. A clock delay tun-
ing by shielding design flow was implemented in [8] and
was tested on Marvell’s memory controller and ARMv7-
based processor chips implemented in leading 28 nm (high-
performance mobile) technology. Neither required an area
increase compared with delay buffer insertion design flow.
In terms of dynamic power consumption, the usage of existing
shields means that there is no extra switching power. In fact,
avoiding a great deal of delay buffer insertion into the clock
network may eliminate some dynamic power.

The second study reported in [9] indicated that the
simulation-based premise of a wide dynamic tunable delay
range is achievable in silicon. For this purpose, a special
shielded interconnect ring oscillator (RO) was devised, sup-
plemented with a testing system and a rigorously validated
estimation methodology. The assumptions in [7] and [8] were
evaluated by measurements in silicon.

This work has two goals. The first is to demonstrate through
post-silicon measurements that the wide tunable delay range
and the stability of the useful skew design methodology
exist in a broad range of (P,V,T) corners. The second is
to show by post-silicon measurements that the delay range
and primarily the useful skew, when implemented by wire
shielding, are more robust than conventional delay buffers.
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These are proved using a shielded-wire RO supplemented by
a precise measurement and estimation methodology.

RO circuits are well known and often used for the extraction
of process parameter variations. The works described in [10]
and [11] used RO to monitor the variations of the rise time
and the fall time of an inverter. RO was used in [12] to extract
ON-current variations of the pMOS and the nMOS devices,
whereas [13] extracted the threshold voltage variations from
different path delays. Another study reported in [14] used
ROs fabricated in 65-nm process technology and an iterative
method to estimate the variations in the threshold voltage
and gate channel length. It was shown that the predicted
values aligned closely with the measured values, proving the
validity of the estimation technique. Design-dependent ROs
(DDROs) were used in [15] to estimate chip delay based
on measurements from multiple DDROs. The performance of
DDROs and the delay estimation approach were verified on a
45-nm Silicon On Insulator (SOI) test chip.

Although ROs are widely used for process and performance
monitoring, and also as an adjunct method to control the
operating conditions of processors, to the best of our knowl-
edge ROs have not been implemented to measure the delay
parameters related directly to interconnect shielding. A recent
work [16] addressed the lithography aspects of the wire widths
in sub 20-nm processes based on GDSII mask data. Wire
width variabilities affect delay uncertainties as a result of
their varying resistance and their varying parasitic and cross-
coupling capacitance in the presence of shields. While this
type of study is useful for patterning and lithography planning,
it provides little information at the chip level.

Here, we explored interconnect shielding interdie (also
known as die-to-die, D2D) and intradie (also known as within-
die, WID) variations under a wide variety of (P,V,T) corners,
and show their applicability and effectiveness in achieving
clock design timing goals as well as their superiority over
commonly used delay buffers. The analysis is based on post-
silicon measurements of a 16-nm test chip supplemented with
a rigorous provable estimation methodology.

The remainder of this article is organized as follows.
Section II describes the shielded interconnect RO measure-
ment system. Section III presents the shielded interconnect
delay estimation methodology. Section IV presents the post-
silicon analysis of shielded interconnect interdie and intradie
delay variations and their tunable dynamic ranges. Section V
concludes the discussion.

Il. SHIELDED INTERCONNECT RING-OSCILLATOR
MEASUREMENT SYSTEM

Measuring the delays of interconnects directly from silicon
is very difficult and practically impossible. Silicon testing
affords very limited probing of delay paths because there is
no visibility of their constituent delay segments or internal
nodes. To enable the derivation of the individual delays,
a sufficiently large equation system of bulk delays is required.
The RO system described in what follows was devised to
form such a linear system. Each test of the system “programs”
the RO via an appropriate control signal to yield a specific
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Fig. 1. Five-stage shielded interconnect RO. (a) Five-stage inverting
chain. (b) Shielded wires bundle connecting successive stages. (c) GDSII
layout of a bundle comprising different spacing of shields.

equation of the bulk delay. The linear system is described
and solved in Section III.

A CMOS RO was used for the evaluation of the gate delay
from silicon by indirect calculation based on counting pulses
[17]. To accurately measure the shield delay from silicon,
[9] devised a reconfigurable shielded interconnect RO circuit,
based on the five-stage inverting chain shown in Fig. 1(a).
The ring is comprised of four interconnecting shielded wire
bundles, each of which consists of four differently shielded
wires. The shielded wire bundles connect successive stages of
the ring as illustrated in Fig. 1(b).

The inverting stage consists of a 4—1 MUX, whose four
inputs are Ip—I3 and its single output is fanned out to four
buffered outputs Zp—Z3. The internal design of the MUX
ensures identical delays from any input to any output (see
Fig. 2 in [9] and the associated discussion). The RO was
implemented in a leading FinFet 16-nm standard cell library.
The delay similarities were observed across many corners with
the SPICE model extracted from the GDSII layout employing
the StarRC Synopsys tool [18].

The wire connecting a stage to its successor is 200 um
long. Fig. 1(c) shows the GDSII layout of the shielded
wires with different spaces of 1 X Smin, 2 X Smin, 3 X Smins
and 5 X Smin, Where smin is the minimum wire spacing
of the technology. Though the 5 X spin shielding aims at
representing the situation of unshielded wire, its existence
is a must, since otherwise neighboring signals and shields
would cause uncontrolled interference.

Fig. 2 shows a silicon photo of the shielded wires. The
wire bundle colors on the top correspond to the layout imple-
mentation of Fig. 1(a), and the bottom zoomed-in views on a
single bundle whose shields are connected to the power grid
corresponding to the GDSII layout in Fig. 1(c).
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Fig. 2. Photograph of the ROs shielded wires.
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Fig. 3. Testing circuit.

The RO comprises four wire bundles, where each bundle
consists of four differently shielded wires. There are, therefore,
16 unknown delays, denoted by 6{ , where i € {1,2,3,5}
is the shielding distance of i X spin as shown in Fig. 1(c),
and j € {0,1,2,3} is the corresponding inverting MUX
in Fig. 1(a). The input selection by SO and S1 in each of
the MUXs defines a total of 4* = 256 distinct RO path
compositions, yielding an oscillation frequency determined by
the internal delays of the inverting stages in the ring and the
specific selection of the shielded interconnections in the ring.
As stated above, the inverting MUX was designed to yield
identical internal delays regardless of its selected input-to-
output path.

Measuring delays directly on silicon is complex and expen-
sive, whereas measuring the frequencies of an RO (ring delay)
to any desirable accuracy is relatively simple. An appropriate
system to measure the oscillation frequency of the shielded RO
in Fig. 1 was devised. It is comprised of the RO, a tunable
aperture circuit to count the oscillation pulses, a counter, and
a synchronizer. Fig. 3 illustrates this measurement system. For
purposes of illustration its synchronization and control details
are ignored, but the reader can find these in [9]. A test selects
one of the 256 ring configurations. The RO is triggered with
an enable signal synchronized with a measurement aperture of

width . The counter counts the number of pulses n incurred
during the time period ¢, thus yielding the RO’s delay A = t/n.

[1l. SHIELDED INTERCONNECT DELAY ESTIMATION
METHODOLOGY

Once the delays are derived from the oscillator frequencies,
the question is how to deduce the effects of various shielding
on the delays indirectly. Let 0 < k < 255 be the index of a RO
configuration obtained by the input-to-output path selection
of the four MUXs of the ring. Let Ay be the corresponding
delay obtained by dividing the duration ¢ of the measurement
aperture by the number ny of the counted oscillations; namely

t
Ak = >
ng

0 <k < 255. (1)

The path delays obtained in (1) are the measurements
comprised of the four segments constituting the kth path.
There are altogether 16 such segments, whose delays should
be estimated. Since this work focused on finding the delay
dynamic range obtained by shielding, the MUX delay had a
negligible effect.

Let 51.]( o be one of the 16 delay segments, where 0 < j <3
designates one of the four stages of the RO in Fig. 1(a), and
i(j) € {1,2,3,5} designates the selection of one out of the
four possible shield spacings i (j) X smin in the corresponding
stage as shown in Fig. 1(b). The following equality holds:

Ak =gy + 81y +07n) + 3, 0<k<255 (2

where k is spanned over all possible selections of the ring
configurations in Fig. 1 obtained by appropriate selections of
the MUXSs’ control signals. The linear system in (2) can be
written in the following matrix notation:

HS = A 3)

where 8§ = [69,69,69,02,...,63,03,03, 0217 is a 16 x 1
vector of unknown segment delays of the RO, and A =
[Ag, A1, ..., Axss]T is a 256 x 1 vector of the delay measure-
ments in (1). Finally, H is an 256 x 16 zero-one matrix, where
each row is comprised of four ones representing a specific
configuration under test in (2).

The 256 equations in (2) involve 16 unknown parame-
ters, yielding an overdetermined linear system. Note that any
specific wire segment can be involved in 64 configurations,
as dictated by the three other stages. If a segment had an
identical impact on each of the 64 configurations, one could
choose any 16 row-independent equations out of the 256 of (2)
to solve the system. In reality, however, the impact of a specific
segment can vary across configurations. This in turn results in
some noise in the measured Ay, thus making it impossible to
obtain an accurate solution. In this case, least mean squares
(LMSs) parameter estimation is needed [19]. The solution to
(3) is obtained by the LMS estimation

§=MH"H) 'H A 4)

where & is the estimated solution. Unlike in post-silicon
where the measurement of an individual segment delay is
impossible, the segment delay 6{( j) can be simulated by the
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SPICE simulator, and compared with its estimated value Sij(j)
as obtained by the approximated solution in (4).

Since there is not any direct post-silicon delay measurement,
the 16 estimated post-silicon segment delays cannot be com-
pared to anything measured in silicon. How can we be confi-
dent that the linear regression in (4) yields a valid post-silicon
estimation? To this end, we used Monte Carlo cross-validation.
In this case, the unknown segment delays are estimated by
a subset portion (say 80%) of the path delay measurements
drawn randomly. The remaining subset (say 20%) of the path
delays is first computed by using the estimated segment delays
and then compared with the corresponding measurements for
validation [20]. The correctness of the post-silicon validation
was proven and discussed in [9].

A subset of 80% of the measurements, denoted by Aggg,
is drawn randomly from the vector A = [Ag, Ay, ..., Aoss]T.
These measurements with their corresponding rows in the
matrix H, denoted by Hgoq,, are usgd to estimate the delays of
the 16 shielded wires, denoted by §gg%. The following system
is solved to yield the estimated delays:

A -1
830% = (Hiog, Hson)  Hiog Ason. &)

To verify the accuracy of 880%, the remaining 20% mea-
surements of the vector A = [Ag, A1, ..., Asss]T, denoted by
A»r09, are compared with their corresponding predicted values.
A predicted delay A is calculated by summing the appropriate
estimated delays of &ggg, defined by the RO configuration
corresponding to A € A, as follows:

A 20 A1 ) 3
A = 030010y + 980%,i(1) T 980%,i(2) T 930%,i(3)- (6)

If |A— Al ~ 0 for every A € Ajyg, we consider the
estimation to be reasonably accurate.

IV. POST-SILICON ANALYSIS OF SHIELDED
INTERCONNECT DELAY VARIATIONS

The shielded RO shown in Fig. | and its accompanying
testing system were fabricated in leading FinFet 16-nm tech-
nology on the Marvell Corporation’s test-chip shown in Fig. 3.
We incorporated four RO circuits on a die, located apart
from each other. This allowed us to measure the robustness
of the delay tuning by shielding subject to WID variations,
in addition to (P,V,T) variations. The post-silicon delays of
the shielded wires were obtained by solving (4) for each test,
incorporating the entire 256 configurations. The subsequent
analyses were obtained for typical, slow, and fast silicon
samples, denoted by ¢, s, and f, respectively.

A. Delays and Their Tunable Dynamic Range

The rationale for delay tuning by interconnect shielding is
based on the assumption that shields can provide a sufficiently
large dynamic range of delays by adjusting their spacing from
the signal wires. This dynamic range was the key to building
the clock tree delay tuning design flow in [8]. We thus aimed
at studying the delay tuning dynamic ranges achievable in
silicon. This first required obtaining the raw delays of the
shielded wires, since post-silicon testing only yields the delays
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Fig. 4. Four shielded RO circuit locations on a test chip.

of the entire RO and not the delays of its individual shielded
wires. The latter are derived by solving (4). First, the delay of
each ring configuration in (1) is obtained by averaging its delay
over 50 repeated measurements. This averaging considerably
mitigates the effect of the noise of counting plus or minus
one pulse in the measurement aperture that may occur in the
testing system due to timing synchronization.

Note that each of the d1, d2, d3, and Js segment delays is
repeated four times in the ring of Fig. | and each of the 51.] ,
0<j<3,ief{l,2,3,5} is estimated individually, so Jy, d2,
03, and J5 are obtained by averaging their four respective cyclic
repetitions in the ring. Another averaging takes place across
the four on-die ring replicas shown in Fig. 4. Finally, averaging
across the dies of the same process corners also takes place.
While representative delays are obtained by averaging, their
WID and D2D variations are also very important and are
discussed separately below.

Fig. 5 illustrates the post-silicon delays for slow, typical, and
fast corners. Every corner shows from the top (higher delays)
to bottom (smaller delays) the delay surfaces of di, d, J3, and
Js in temperature and voltage ranges of 25 °C-105 °C and 0.8-
1.0 V, respectively. The distance between surfaces represents
the delay tuning range achievable by wire shielding, whereas
the tilt of the surfaces represents the delay changes incurred
by temperature and voltage variations.

To introduce effective useful skew into the clock tree with
wire shielding rather than a delay buffer, a sufficient dynamic
range of delay tuning is required. The back-of-the-envelope
calculation in [8] yielded a 44% dynamic range for wire
widths of 1 X wmin, which is the width we used for the
physical layout in Fig. 1(c) and Fig. 2. It was later shown
in [9] by SPICE simulations that the delay tuning ranges from
32% in (s,0.72 V, —40°, worst RC) corner up to 47% for
(f, 1.05 V, 125°, best RC) corner. The raw delays in Fig. 5
can be used to derive the post-silicon delay tuning range (in
percentages) for various (P,V,T) corners. The delay tuning
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Fig. 5. Delays of different wire shields across (P, V, T) corner variations.

fast

typical

TABLE |
POST-SILICON DELAY TUNING RANGES [%]

ranges are obtained by computing the ratio in (7), and the
results are summarized in Table I. The post-silicon results are
conclusive and match the back-of-the-envelope calculation and
the SPICE simulations nicely

51 — Js
0.5(1 + J5)

The delay sensitivities to (P,V,T) variations are also strik-
ing. The delay tuning range in (7), which we are interested
in, can be viewed as the relative delay changes (sensitivity)
incurred by shield spacing changes. The larger the sensi-
tivity to spacing changes the better. In contrast, the delay
changes across (P,V,T) corners should preferably be kept
as small as possible. Below we derive the J; sensitivities to
(P,V,T) changes, i € {1,2,3,5}, where the reference corner
is (¢,0.9 V, 85 °C). Examination of other reference corners
yielded similar sensitivity trends

0i(¢,0.8V, 85 °C) —g;(t, 1.0V, 85 °C)

(7)

delay range =

5 2 (8)
o 0.5[6;(t, 0.8V, 85 °C) + 6;(t, 1.0V, 85 °C)]
AT 5 it 0.9V, 105 °C) — gi(t, 0.9V, 25 °C) ©)

% 7 0.5[0:(t, 0.9V, 105 °C) + d; (t, 0.9V, 25 °C)]
and
GAP & 0i(5,0.9V, 85 °C) — 6;(f,0.9V, 85 °C) (10)
% 7 0.5[0;(s,0.9V, 85 °C) + &;(f, 0.9V, 85 °C)]’
The sensitivities are derived from the data in Fig. 5, and are
summarized in Table II.
It is interesting to compare the above sensitivities with the
dynamic delay range in (7). While the latter is desirable,

Vqq = 1.0V Vqq = 0.9V Vqq = 0.8V
fast |typical | slow | fast |typical |slow | fast |typical | slow
— |25 ]348 | 352 | 34.6 |33.6 | 340 |33.0 |32.2 | 323 | 301
%i 50 | 35.2 | 356 | 35.0 |34.1 | 344 |335 (327 | 328 | 315
% 85 | 35.6 | 36.0 | 35.6 |34.6 | 348 |34.1 |33.2 | 348 | 322
& 1105|358 | 362 | 358 [348 | 350 |34.4 [33.4 | 351 | 325
TABLE Il

DELAY SENSITIVITIES [%] TO (P, V, T) CORNER VARIATIONS

o | 6 | 8 | 65

g [s27| 89 |84 (80 |78
EE S5y | 88 | 9.9 [10.9 (116
g ssAP | 16 | 16 |24 |21

the former is not. Nevertheless, voltage and temperature sen-
sitivities, S £V and S (%T respectively, can be accounted for
and treated at design time, first of all by simulations, and then
by taking steps to avoid temperature hotspots and significant
voltage drops. The most design uncontrollable variability is
the process S(%P, but as observed in Table II, its value is
fortunately very small.

Table II also reveals the S£V and S(%T trends with an
increase in shielding spacing. S £V increases since the current
driving strength of a driver decreases with voltage decreases
in (8), whereas the wire’s resistance remains intact. Therefore,
in J5, where the impact of the driver is greater than in Ji,
the sensitivity to voltage change is higher. In contrast, S (%T
decreases as the shielding spacing increases since the wire
resistance increases in (9) with a rise in temperature. Since
01 yields a higher cross coupling capacitive load than s,
the wire’s resistance contribution to d; has a heavier weight
than in Js.
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Fig. 6. Variation ranges for the shield and buffer delays in 28 nm [8].
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Fig. 7. Useful skew by (a) delay buffers and (b) shielding.

Recall that the main goal of shield spacing tuning is
to control the clock signal timing, notably for useful skew
purposes. A useful skew is defined as the difference between
the arrival time (delay) of the clock signal to the flip-flop
(FF) driving a combinational logic path and the arrival time
(delay) of the clock signal to its terminating FF. As such,
its sensitivity to (P,V,T) should be as small as possible.
Clock delays per se may be suspect to significant changes in
various corners, so in order to maintain a stable useful skew,
the delays comprising the skew should change similarly (and
not in opposite directions). By comparing their sensitivities
to (P,V,T) variations we show below that a shielding-based
useful skew is not worse, but rather usually better than a buffer-
based skew.

A simulation-based study comparing the variabilities of
useful skew generated by delay buffers and the shielding
was conducted in [8]. The SPICE results of a leading 28-
nm technology for the interconnect of three widths are shown
in Fig. 6. The relative skew ranges of the nominal delays and
their variations (in percentages) were obtained for buffer (blue
dots) and shield (red squares). The vertical bars are the delay
variations obtained across all simulated corners. It is clear that
the variations of the shielding-based skews correspond to about
half of the delay buffer-based skews. We show below that a
similar behavior is observed in silicon.

To this end, useful skew design scenarios are illustrated in
Fig. 7, where a time difference At = ¢’ — ¢’ between the
arrival times of two signals is the relevant measure. Fig. 7(a)
presents a design using delay buffers to achieve At, whereas

TABLE Il
DELAY SKEW SENSITIVITIES [%] TO (P, V, T) CORNER VARIATIONS
Aty | Aty | Aty |Aty /Aty
" SML,AT 11.5 | 11.3 [ 10.6 | 1.09
E
2 2|5, | 209 289 | 533 | 0392
A gAtiAP 2.09 [2.90 |8.60 | 0.242

in Fig. 7(b) At is achieved by shielding. The robustness of
these two scenarios under (P,V,T) variations can be deduced
from the RO raw delay data as follows. Consider the following
delay difference expression, representing a type of delay skew

Y

in which Js may be considered as marginally affected by
shielding. While At is more highly dominated by the shield-
ing effect, and hence corresponds to Fig. 7(b) scenario, At3
is more highly dominated by the buffer properties, and hence,
is more appropriate for Fig. 7(a) scenario. We derive the At;
sensitivities to (P,V,T) changes for i € {1, 2, 3} as follows,
where the reference corner is (¢,0.9 V, 85 °C). Examination
of other reference corners yielded similar sensitivity trends

av o |AG(1,0.8V, 85 °C) — Ani(t,1.0V, 85 °C)|

AT 0.5[AL(t,0.8V, 85 °C) + Ar (1, 1.0V, 85 °C)]
(12)

Ati =06, —0d5, i =1,2,3

o |AG(1,09V,105 °C) — A;(t,0.9V, 25 °C)|
At 0.5[A(1,0.9V, 105 °C) + At (1,0.9V, 25 °C)]
(13)

SAT A

and
a |Ati(s,0.9V, 85 °C) — At (f,0.9V, 85 °C)|

SAP & .
A0 5[Ati(s, 0.9V, 85 °C) + Ati(f,0.9V, 85 °C)]
(14)

AP A&

The delay skew sensitivities are derived from the data in
Fig. 5, which was averaged over all the on-die ROs shown in
Fig. 4 and all their internal wire segments shown in Fig. 1.
Table III presents the sensitivities derived in (12)—(14).

It is interesting to compare SZ”, where At; = J1 — Js
suits the delay skew as shown in Fig. 7(b), with SZ,}, where
Atz = 93 — J5, which suits the delay skew as shown in
Fig. 7(a). The rightmost column of Table III shows that
shielding-based useful skew is more robust than the buffer-
based for voltage and process variations. When temperature
variations are concerned, the delay skew sensitivities are
nearly similar. In conclusion, wire shielding not only provides
sufficient tunable dynamic delay ranges (Table I) which are
robust under corner variations (Table II) but can also be safely
used to obtain comparable or more stable useful skews than
by using delay buffers (Table III).

B. Intradie (WID) and Interdie (D2D) Delay Variations

Section IV-A discussed both delay range and delay skew
sensitivities under (P,V,T) changes. While ROs are a typical
way to study variability, their lumped structure does not
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Fig. 8. Delay skew variation methodology. (a) WID. (b) D2D.

represent the trend of WID variation increases with process
feature size decreases. From a design perspective, the WID
delay skew variations, which are addressed in this section, are
the main concern. Given a die of process type P* working
at a specific voltage-temperature operating point (V*, T*),
let k € {1,2,3,4} index the four on-die ROs shown in
Fig. 4. Given the delay skew At; as defined in (11), the WID
sensitivity SXVJD of At; is given by considering A¢; in all four
ROs as follows:

wip Mmaxg At (P*, V*, T*) —ming At;(P*, V*, T%)

Ali0.5[maxg At (P*, V*, T*) + ming At;(P*, V*, T*)]

(15)

Fig. 8(a) illustrates the WID variation measurement method-
ology and depicts a specific segment of the ring over all its four
replicas, for which the maximum and the minimum in (15)
are used. SXV;D is computed 48 times, stemming from twelve
(V*, T*) operating points and four cyclic segments in each
oscillator. Fig. 9(a) shows the average of SXVJD, its standard
deviation and the extreme measured values; each is shown for
typical, fast, and slow process corners. It can be seen that
the difference between the maximum and the average WID
variations falls within 3¢ of the average. It is clear that the
variation of a delay skew SXVIID (blue bar), which is appropriate
for the useful skew obtained by shielding is far more stable
than a delay skew SXVth (yellow bar), which suits the useful
skew obtained by delay buffers.

As illustrated in Fig 6(b), SIA)I%,D can be evaluated by using
a similar methodology as in (15), adapted to repetitions of the
same segment in the same oscillator across different dies of
the same process, rather than different oscillators on the same
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Fig. 9. Delay skew variation measurements. (a) WID. (b) D2D.
die as in Fig. 8(a). SKIZ[D is computed 192 times, stemming
from twelve (V*, T*) operating points, four cyclic segments
in each oscillator as shown in Fig. 1, and the four ROs shown
in Fig. 4. Whereas a specific SK%,D is associated with dies of
the same process corner, Fig. 9(b) shows the average of SK%,D,
its standard deviation and the extreme values, comprising the
averages of the D2D delay skew variations across typical,
slow and fast process corners. As in the WID variations,
the shielding-based SE,ZID delay skew (blue bar) is far more
stable than the buffer-based SQ%D(yellow bar) under D2D
variations.

V. CONCLUSION

This article explored the delays obtained by interconnect
shielding in post-silicon, and their intradie (WID) and interdie
(D2D) variations under a wide variety of (P,V,T) corners. It is
shown that such delays are applicable and effective in achiev-
ing clock design timing goals and can replace delay buffers.
Wire shielding is shown to provide a sufficient dynamic delay
range, which is stable under corner variations and can also be
safely implemented to obtain more stable useful skews than
with delay buffers.

ACKNOWLEDGMENT

The authors would like to thank the Marvell Corporation
for supporting this article. They would also like to thank the
anonymous reviewers whose comments helped to improve this
article.



4882 IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 66, NO. 11, NOVEMBER 2019
REFERENCES [11] T. lizuka, J. Jeong, T. Nakura, M. Ikeda, and K. Asada, “All-digital

[1] J.P. Fishburn, “Clock skew optimization,” IEEE Trans. Comput., vol. 39, on-chip monitor for PMOS and NMOS process variability measurement

no. 7, pp. 945-951, Jul. 1990. utilizing buffer ring with pulse counter,” in Proc. ESSCIRC, Sep. 2010,
[2] R.B. Deokar and S. S. Sapatnekar, “A graph-theoretic approach to clock pp. 182-185.

skew optimization,” in Proc. IEEE Int. Symp. Circuits Syst. (ISCAS),  [12] H. Notani, M. Fujii, H. Suzuki, H. Makino, and H. Shinohara, “On-chip

May/Jun. 1994, pp. 407-410. digital Iy, and Iz, measurement by 65 nm CMOS speed monitor
[3] A. Agarwal, D. Blaauw, and V. Zolotov, “Statistical timing analy- circuit,” in Proc. IEEE Asian Solid-State Circuits Conf., Nov. 2008,

sis for intra-die process variations with spatial correlations,” in pp. 405-408.

Proc. IEEE/ACM Int. Conf. Comput.-Aided Design, Nov. 2003, [13] T. Takahashi, T. Uezono, M. Shintani, K. Masu, and T. Sato, “On-die

p. 900. parameter extraction from path-delay measurements,” in Proc. IEEE
[4] C. Constantinescu, “Trends and challenges in VLSI circuit reliability,” Asian Solid-State Circuits Conf., Nov. 2009, pp. 101-104.

IEEE Micro, vol. 4, no. 4, pp. 14-19, Jul. 2003. [14] 1. A. K. M. Mahfuzul, A. Tsuchiya, K. Kobayashi, and H. Onodera,
[5] J. Kim, D. Joo, and T. Kim, “An optimal algorithm of adjustable “Variation-sensitive monitor circuits for estimation of global process

delay buffer insertion for solving clock skew variation prob- parameter variation,” IEEE Trans. Semicond. Manuf., vol. 25, no. 4,

lem,” in Proc. 50th Annu. Design Automat. Conf., May/Jun. 2013, pp. 571-580, Nov. 2012.

pp. 1-6. [15] T.-B. Chan, P. Gupta, A. B. Kahng, and L. Lai, “Synthesis and analysis
[6] M. Alioto, G. Palumbo, and M. Pennisi, “Understanding the effect of of design-dependent ring oscillator (DDRO) performance monitors,”

process variations on the delay of static and domino logic,” IEEE Trans. IEEE Trans. Very Large Scale Integr. (VLSI) Syst., vol. 22, no. 10,

Very Large Scale Integr. (VLSI) Syst., vol. 18, no. 5, pp. 697-710, pp. 2117-2130, Oct. 2014.

May 2010. [16] D. Prasad, C. Pan, and A. Naeemi, “Modeling interconnect variability
[7] B. Frankel and S. Wimer, “Optimal VLSI delay tuning by wire at advanced technology nodes and potential solutions,” IEEE Trans.

shielding,” J. Optim. Theory Appl., vol. 170, no. 3, pp. 1060-1067, Electron Devices, vol. 64, no. 3, pp. 1246-1253, Mar. 2017.

2016. [17]1 Y. A. Eken and J. P. Uyemura, “A 5.9-GHz voltage-controlled ring
[8] E. Sarfati, B. Frankel, Y. Birk, and S. Wimer, “Optimal VLSI oscillator in 0.18-um CMOS,” IEEE J. Solid-State Circuits, vol. 39,

delay tuning by space tapering with clock-tree application,” IEEE no. 1, pp. 230-233, Jan. 2004.

Trans. Circuits Syst. I, Reg. Papers, vol. 64, no. 8, pp. 2160-2170, [18] Synopsys. (2017). StarRC Parasitic Extraction. [Online]. Available:

Aug. 2017. https://www.synopsys.com/content/dam/synopsys/implementation&
[9] E. Sarfati, B. Frankel, Y. Birk, and S. Wimer, “Accurate shielded signoff/datasheets/starrc-ds.pdf

interconnect delay estimation by reconfigurable ring oscillator,” JEEE ~ [19] F. van der Heijden, R. P. Duin, D. de Ridder, and D. M. J. Tax,

Trans. Circuits Syst. I, Reg. Papers, vol. 65, no. 10, pp. 3435-3444, “Parameter estimation,” in Classification, Parameter Estimation and

Oct. 2018. State Estimation: An Engineering Approach Using MATLAB. Hoboken,
[10] A. Ghosh, R. M. Rao, J.-J. Kim, C.-T. Chuang, and R. B. Brown, NJ, USA: Wiley, 2017, pp. 77-113.

“On-chip process variation detection using slew-rate monitoring cir-  [20] R. Kohavi, “A study of cross-validation and bootstrap for accuracy

cuit,” in Proc. 2Ist Int. Conf. VLSI Design (VLSID), Jan. 2008,
pp. 143-149.

estimation and model selection,” in Proc. Int. Joint Conf. Artif. Intell.
(IJCAI), 1995, pp. 1137-1145.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


