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Abstract—The problem of localizing and tracking a known number of concurrent speakers in noisy and reverberant enclosures is addressed in this paper. We formulate the localization task as a maximum likelihood (ML) parameter estimation problem, and solve it by utilizing the expectation-maximization (EM) procedure.

For the tracking scenario, we propose to adapt two recursive EM (REM) variants. The first, based on Titterington’s scheme, is a Newton-based recursion. In this work we also extend Titterington’s method to deal with constrained maximization, encountered in the problem at hand. The second is based on Cappé and Moulines’ scheme. We discuss the similarities and dissimilarities of these two variants and show their applicability to the tracking problem by a simulated experimental study.

I. INTRODUCTION

In many scenarios, an estimation of the location of speakers is required. These scenarios may include navigation, surveillance, beamforming [1], source separation [2], target acquisition and tracking geared towards the steering of automated cameras [3].

In reverberant environments, secondary reflections, may result in biased location estimates. Multiple concurrent speakers scenarios, that require multiple estimations of several dominant directions, are more vulnerable to these secondary sound reflections. The movement of the speakers further complicates the localization problem, as the amount of data available in each location is limited, especially in multiple speaker scenarios. In these scenarios, tracking procedures, that maintain smooth trajectory of the speakers should be applied. The objective of this contribution is, therefore, to derive computationally efficient tracking algorithms for multiple sources that are not affected by the coexistence of the sources in reverberant and noisy environments.

The target of tracking (and localization) schemes can be either the coordinates of the speaker location, or the time difference of arrival (TDOA) between two signals observed by two adjacent microphones. Although this contribution is dedicated to coordinate localization, TDOA estimation methods will also be addressed, as some of the core techniques for solving both problems are common.

The mathematical relations between the coordinates of the speakers (or the respective TDOAs) and the observed signals is nonlinear and non-injective. Hence, the estimation cannot be achieved by linear estimators. Attempts to estimate the TDOA in the time-domain encounter difficulties in associating the observations with the various speakers. On the contrary, the separation between speakers’ signals in the frequency-domain is achievable due to the sparseness of the speech signals.

Therefore, the frequency domain will be the preferable choice for our estimation procedures.

A plethora of algorithms for speaker localization and tracking has been proposed. Some of them will be reviewed in the sequel. The simplest estimator for finding the TDOA between two observed signals is the cross-correlation method and its variants, mainly the generalized cross correlation (GCC) [4] with phase transform (PHAT) normalization. In [5], the authors presented the steered response power (SRP)-PHAT algorithm, which is the generalization of the GCC-PHAT to an array of microphones in the far-field scenarios. However, in the multiple speakers scenario, these estimators will not necessarily yield the required results. These basic techniques are widely used and can be incorporated into many algorithms. In the experimental study of the current contribution we will compare the proposed localization methods with the SRP–PHAT algorithm.

Two paradigms can be adopted in deriving tracking algorithms, namely the Bayesian and non-Bayesian families of estimators. By defining the trajectory, or the TDOAs time-sequences, as stochastic processes, Bayesian methods that aim at the maximum mean square error (MMSE) estimation can be utilized [6], [7], [8], [9], [10], [11]. In contrast, by defining the trajectory as a deterministic and time-varying parameter, the maximum likelihood estimator (MLE) can be used. Bayesian tracking algorithms are out of the scope of this contribution.

In this work we adopt the non-Bayesian framework. A deterministic system identification approach is taken in [12], [13] for estimating the room impulse response and in [14] for estimating the relative transfer function. The TDOA can be deduced from both estimates. Dvorkind and Gannot [14] also derive tracking procedure based on a recursive Gauss scheme.

In [15] the ML criterion was used for estimating the TDOA. In [16], the EM algorithm [17], [18] is adopted to evaluate the TDOA values of the sources. In the EM formulation in [16] the hidden data is defined as the individual source signals. As a result, the E-step simplifies to the MMSE estimator of each of the source signals, given the measured microphone signals at the current estimated TDOA. The M-step simplifies to a maximization of a steered beamformer output yielding new TDOA estimates for all speakers. The authors do not utilize the sparseness often attributed to speech signal activity patterns.

The EM framework presented above estimates the TDOAs of static sources. For moving sources the TDOA changes from frame to frame. Implementing the EM algorithm for each frame separately discards the smooth nature of the source trajectory. A REM algorithm can mitigate this problem. Two versions of the REM algorithm are described in the literature, one of which was proposed by Titterington [19] and the other by Cappé and Moulines [20]. Based on the model in [16],
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REM algorithms were derived to track moving sources. In [21] and in [22] the Titterington recursive EM (TREM) variant is applied and in [23] the Cappé and Moulines recursive EM (CREM) variant is applied.

In [24],[25] the EM algorithm is also adopted to estimate the direction of arrival (DOA) values. DOA candidates, taken by maximizing the SRP output at every frequency bin, are associated with the various speakers by applying (a variant) of mixture of Gaussians (MoG) clustering, based on the EM algorithm. Assuming disjoint activity of the speakers in the Fourier domain, it is possible to cluster these DOA candidates to various speakers.

In [26] a two microphone (binaural) scenario is considered and the model-based EM source separation and localization (MESSL) algorithm is derived. The phase ratios and the absolute value ratios of the microphone signals in the short-time Fourier transform (STFT) domain are associated with the speakers by utilizing the EM algorithm to perform MoG clustering. The mean of the Gaussians can be associated with any potential TDOA value for every speaker. Hypothetically, the model “duplicates” each speaker to multiple candidate locations. The number of the Gaussians in the MoG distribution is equal to the number of candidate locations. The means of these Gaussians are associated with all possible TDOA values. The E-step is responsible for determining a time-frequency mask, that is the extent to which each time-frequency bin associates with each of the Gaussians. The M-step determines the probabilities of the Gaussians by its number of associations. The final TDOA estimates can be taken as the TDOA value associated with the Gaussians with the largest probability. Another contribution [27] improves the estimation in the presence of reverberation.

The algorithm in [26] will be the starting point of our algorithm development. Our contribution is threefold: 1) generalization of [26] to the estimation of the coordinates of multiple sources, rather than only their associated TDOAs; 2) the development of REM schemes for constrained optimization problems (often encountered in tracking procedures); and 3) the development of efficient tracking algorithms for multiple speakers in reverberant environments.

The remainder of this paper is organized as follows. In Section II the problem of multiple speakers location estimation with a spatially distributed microphone constellation is defined. In Section III we summarize the EM framework developed in the context of static TDOA estimation [26] and generalize it to coordinate localization. This generalization will serve as the basis of the tracking algorithms developed in the subsequent sections. Sections IV and V are dedicated to the main contribution of this paper, the adaption of two versions of the REM procedure to the multiple speakers tracking scheme. A simulative experimental study, that demonstrates the tracking capabilities of the proposed algorithms, can be found in Section VI. Conclusions are outlined in Section VII.

II. PROBLEM FORMULATION AND THE PROBABILISTIC MODEL

Consider an array with $M$ microphone pairs receiving signals from $S$ speakers as illustrated in Fig. 1. The measured array output is a linear combination of the incoming waveforms, corrupted by additive Gaussian noise. Let $z^i_m$ be the signals received by the $i$th microphone of pair $m$, where $i = 1, 2$ and $m = 1, \ldots, M$. The signals in the STFT domain are given by

$$z^i_m(t, k) = \sum_{s=1}^{S} a^i_{sm}(t, k) \cdot v_s(t, k) + n^i_m(t, k) \quad (1)$$

where $t = 0, \ldots, T - 1$ denotes the time index and $k = 0, \ldots, K - 1$ denotes the frequency index. The speaker index is denoted $s = 1, \ldots, S$. The number of speakers $S$ assumed to be a priori known. $v_s(t, k)$ denotes the speech signal emanating from speaker $s$, $a^i_{sm}(t, k)$ denotes the acoustic transfer function (ATF) relating source $s$ and microphone $i$ in pair $m$, and $n^i_m(t, k)$ denotes additive noise as received by the microphones. Define

$$z = \text{vec}_{m,i,t,k} \left\{ z^i_m(t, k) \right\}, \quad (2)$$

where the vec operation denotes the concatenation of all time-frequency observations received by all microphones. In low-reverberant environments the ATF can be approximated by the direct arrival alone:

$$a^i_{sm}(t, k) \approx \frac{1}{||p_s - p^i_m||} \cdot \exp \left( -j \frac{2\pi k \tau^i_{sm}}{K} \right) \quad (3)$$

where $T_s$ denotes the sampling period, $p_s$ and $p^i_m$ are the speaker $s$ and microphone $i$ in pair $m$ locations, respectively, and $\tau^i_{sm}$ denotes the travel time between the respective speaker and microphone. $|| \cdot ||$ denotes the Euclidean norm. The travel time $\tau^i_{sm}$ is given by

$$\tau^i_{sm} = \frac{1}{c} \cdot (||p_s - p^i_m||) \quad (4)$$

where $c$ is the sound velocity. Define the vector of the concatenated unknown source locations as:

$$p^\text{con} = \left[ \begin{array}{c} p^T_1 \\ \vdots \\ p^T_S \\ \end{array} \right]$$

Estimating these, possibly time-varying, parameters is the goal of this paper.
The pair-wise relative phase ratio (PRP) defined as:
\[ \phi_m(t, k) \triangleq \frac{z_n^s(t, k)}{z_n^t(t, k)} \cdot \frac{z_n^t(t, k)}{z_n^m(t, k)}. \]  
(5)

The observed measurement vector at time instant \( t \) and frequency bin \( k \) is constructed by augmenting the PRPs of all sensors:
\[ \phi(k, t) = [\phi_1(t, k) \ldots \phi_M(t, k)]^T. \]  
(6)

The set \( \phi(k, t) \) will be designated the observed data in the EM formulation, defined in the sequel. The various speakers are assumed to exhibit disjoint activity in the STFT domain. Therefore, by means of a clustering process, every time-instant and frequency-bin of \( \phi(k, t) \) can be associated with a single active source.

We use MoG probability function to characterize the coordinates of the entire speakers set in the following way, adapted from [26]. The mean of each of the Gaussian is a candidate PRP associated with a specific coordinate on a predefined grid. The set of grid points is denoted \( \mathcal{P} \). The total number of Gaussians is therefore \( S \times |\mathcal{P}| \). Each speaker is attributed with a subset of the \( |\mathcal{P}| \) Gaussians. Hence, localization boils down to selecting the most probable Gaussian per speaker.

Based on the disjoint activity of the sources, we give the observations the following probabilistic description:
\[ \psi_{sp} \sim \mathcal{N}^c(\phi(k, t), \sigma_m^2), \]  
where \( \psi_{sp} \) is the (unknown) probability of speaker \( s \) to be in location \( p \) and \( \mathcal{N}^c(\cdot, \cdot, \cdot) \) denotes the complex Gaussian probability\(^1 \) with covariance matrix \( \Sigma_s \). The mean of each Gaussian, \( \tilde{\phi}^k_m(p) = [\tilde{\phi}^k_1(p) \ldots \tilde{\phi}^k_M(p)]^T \), is set to the expected PRP from all candidate locations in the room \( p \in \mathcal{P} \) to the microphone pairs, satisfying:
\[ \tilde{\phi}^k_m(p) \triangleq \exp \left(-\frac{2\pi k \cdot ||p - p_m^s||^2}{|K|} \right), \]  
(8)

where \( p_m^s \) are the locations of the microphones in pair \( m \). The set \( \mathcal{P} \) can be depicted as a dense grid of points in the enclosure. Other, more sophisticated point selection mechanisms can be applied as well.

It is reasonable to further assume that the PRP readings at the microphone pairs are independent, since they experience different sound reflection patterns. Hence, the covariance matrix can be modeled as \( \Sigma_s = \text{diag} (\sigma^2_s, \ldots, \sigma^2_{Ms}) \), and consequently:
\[ \mathcal{N}^c(\phi(k, t), \tilde{\phi}^k_m(p), \Sigma_s) = \prod_m \mathcal{N}^c(\phi_m^s(t, k), \tilde{\phi}^k_m(p), \sigma^2_{ms}). \]  
(9)

Collecting all terms, the distribution of the PRP readings at microphone \( m \) is given by:
\[ \mathcal{N}^c(\phi_m^s(t, k), \tilde{\phi}^k_m(p), \sigma^2_{ms}) = \frac{1}{\pi \sigma^2_{ms}} \exp \left(-\frac{|\phi_m(t, k) - \tilde{\phi}^k_m(p)|^2}{\sigma^2_{ms}} \right). \]  
(10)

In this contribution we further simplify the model and set \( \sigma^2_{ms} = \sigma^2_s m \). Alternative, more general models, can be used as well.

Finally, by augmenting all PRP readings for \( t = 1, \ldots, T \) and \( k = 0, \ldots, K-1 \) in \( \phi = \psi_{sp} \), the probability density function (p.d.f.) of the entire observation set can be stated as:
\[ f(\phi) = \prod_{t,k} \psi_{sp} \prod_m \mathcal{N}^c(\phi_m^s(t, k), \tilde{\phi}^k_m(p), \sigma^2_s) \]  
(11)

where we assumed that the PRP readings for all time segments and frequency bins are independent. This assumption follows directly from the disjoint activity of all speakers.

Let the unknown parameter set be
\[ \theta = \left[ \psi^T, (\sigma^2)^T \right]^T \]  
(12)

where, \( \psi = \text{vec}_{sp} \left[ \{\psi_{sp}\} \right] \) and \( \sigma^2 = \text{vec}_s \left[ \{\sigma^2_s\} \right] \). The MLE problem can readily be stated as:
\[ \hat{\psi}, \hat{\sigma}^2 = \arg \max_{\psi, \sigma^2} \log f(\phi; \psi, \sigma^2). \]  
(13)

III. THE EM ALGORITHM FOR LOCALIZATION

In this section the MLE of the (static) source locations is derived, utilizing the EM algorithm. We extend previous work [26] developed for TDOA estimation and set the foundations to the development of tracking procedures in Sections IV,V.

The EM algorithm requires the definition of three datasets and their probability model: the observations, the target parameters (already defined in Sec. II) and the hidden data. In our case, we define the hidden data to be the association of each time-frequency bin with a single source located in a particular location. The parameters to be estimated are the Gaussians’ standard deviations and the probability of selecting one Gaussian. The mean of the Gaussians are pre-defined according to the distance between the prospective source locations on the grid and the known microphone locations, as explained in Sec. II.

A. The Hidden Data

The EM algorithm is a common procedure for finding the MLE in complex problems. Define the hidden data, \( x(t, k, s, p) \), to be the indicator that the time-frequency bin \( (t, k) \) belongs to speaker \( s \) located at \( p \). The total number of indicators in the problem is \( T \times K \times S \times |\mathcal{P}| \). The expectation of the indicator is readily equal to \( \psi_{sp} \), the probability of speaker \( s \) to be in location \( p \):
\[ E\{x(t, k, s, p)\} = \psi_{sp}. \]  
(14)
Let $x = \text{vec}_{t,k,s,p}(\{x(t,k,s,p)\})$ be the set of all indicators. The probability density function of $x$ is given by:

$$f(x; \theta) = \prod \sum_{t,k,s,p} \psi_{s,p} x(t,k,s,p)$$

(15)

where we applied our model assumptions, that each observation can only be associated with one source, i.e., that at each time-frequency bin only a single indicator equals 1.

### B. The Derivation of the EM Algorithm for Localization of Static Sources

Given the hidden data, the probability function of the observations is given by:

$$f(\phi | x; \theta) = \prod \sum_{t,k,s,p} \psi_{s,p} x(t,k,s,p) \prod_{m} N^c(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2).$$

The p.d.f. of the complete data can be deduced from (15)-(16):

$$f(x, \phi; \theta) = f(x; \theta) \cdot f(\phi | x; \theta) = \prod \sum_{t,k,s,p} \psi_{s,p} x(t,k,s,p) \prod_{m} N^c(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2).$$

(16)

The derivation of (17) from (15)-(16) simplifies due to the indicator properties. The EM algorithm for the problem at hand is now derived. The E-step is given by:

$$Q(\theta | \theta^{(t-1)}) = \mathbb{E} \left\{ \log(f(\phi, x; \theta)) | \phi(t,k); \theta^{(t-1)} \right\} = \sum_{t,k,s,p} \mathbb{E} \left\{ x(t,k,s,p) | \phi(t,k); \theta^{(t-1)} \right\} \times \log \psi_{s,p} + \sum_{m} \log \mathcal{N}(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2).$$

(17)

For implementing the E-step it is sufficient to evaluate $\mu^{(t-1)}$ given by:

$$\mu^{(t-1)}(t,k,s,p) = \mathbb{E} \left\{ x(t,k,s,p) | \phi(t,k); \theta^{(t-1)} \right\}$$

(19)

$$\psi_{s,p} \prod_{m} \mathcal{N}(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2)$$

$$\sum_{s,p} \psi_{s,p} \prod_{m} \mathcal{N}(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2)$$

$$\times \frac{\mathbb{E} \left\{ x(t,k,s,p) | \phi(t,k); \theta^{(t-1)} \right\}}{\sum_{s,p} \psi_{s,p} \prod_{m} \mathcal{N}(\phi_m(t,k), \tilde{\phi}_m^k(p), \sigma_s^2)}.$$  

Maximizing (18) with respect to the parameters $\theta^{(t)}$ constitutes the M-step:

$$\psi_{s,p}^{(t)} = \frac{\sum_{t,k,s,p} \mu^{(t-1)}(t,k,s,p)}{T \cdot K}$$

(20a)

$$\sigma_s^{2(t)} = \frac{\sum_{t,k,s,p} \mu^{(t-1)}(t,k,s,p) - \tilde{\phi}_m^k(p)^2}{M \cdot \sum_{t,k,s,p} \mu^{(t-1)}(t,k,s,p)}.$$  

(20b)

The resulting location estimation is determined by searching for the $S$ (assumed to be known) most probable location of each speaker:

$$p_s = \arg\max \psi_{s,p}^{(t)} \quad \forall s$$

(21)

where $L$ is a pre-defined number of iterations. The summary of the location estimation can be found in Algorithm 1.

### Algorithm 1: Static speaker localization with the EM algorithm.

**Obtain** $z(n,t,k)$ and $z(n,t,k)$.

**Calculate** $\phi_m(t,k)$ using (5).

**Set** $\tilde{\phi}_m^k(p)$ using (8).

**Initialize** $\psi_{s,p}^{(0)}$ and $\sigma_m^{2(s)}$.

**for** $\ell = 1$ to $L$ do

**E-step**

Calculate $\mu^{(t)}(t,k,s,p)$ using (19).

**M-step**

Calculate $\psi_{s,p}^{(t)}$ using (20a) and $\sigma_s^{2(t)}$ using (20b).

**end**

Find $p_s \forall s$ using (21).

The parameter $\psi_{s,p}^{(0)}$ can be initialized by splitting the room area into regions, presumably containing a single speaker. Parameter $\sigma_s^{2(s)}$ can be initialized by a uniform value for all the variances. The default value can be set to 1.

The computational complexity of the proposed localization scheme is as follows. The term $|\phi_m(t,k) - \tilde{\phi}_m^k(p)|^2$ can be calculated once before the iterations starts. This requires $O(M \cdot |P| \cdot T \cdot K)$ operations. Then, for $L$ EM iterations we have: 1) E-step: $O(S \cdot M \cdot |P| \cdot T \cdot K \cdot L)$ operations; and 2) M-step: $O(S \cdot |P| \cdot |P| \cdot T \cdot K \cdot L)$ operations for calculating the probability of each Gaussian and $O(S \cdot M \cdot |P| \cdot T \cdot K \cdot L)$ operations for the variance calculation. Note that, as shown in the experimental study in Sec. VI, in many practical scenarios the calculation of the variances can be avoided.

### IV. The Derivation of TREM Algorithms for Source Tracking

The moving target scenario necessitates a tracking algorithm, that can utilize location estimates from previous frames. In this section we develop a recursive scheme, suitable for multiple speaker tracking, that uses the TREM algorithm [19]. The original TREM algorithm is summarized in the Appendix.

#### A. Preliminaries

The recursion for the problem at hand can be stated using (60):

$$\theta_R^{(t)} = \theta_R^{(t-1)} + \gamma_t \cdot (\mathbf{I} - \mathbf{I}^{(x_t, \phi_t; \theta_R^{(t-1)}}) \cdot \nabla_\theta \log f(\phi_t; \theta))_{\theta_R^{(t-1)}}$$

(22)

where $\theta_R^{(t)}$ denotes recursive estimate of $\theta$ at time step $t$.

$$\theta_R^{(t)} = \left\{ \left\{ \psi_{s,p}^{(t)} \right\}^T, \left\{ \sigma_s^{2(t)} \right\}^T \right\}$$

with components $\psi_{s,p}^{(t)} = \text{vec}_{sp}(\left\{ \psi_{s,p}^{(t)} \right\})$ and $\sigma_s^{2(t)} = \text{vec}_{ss}(\left\{ \sigma_s^{2(t)} \right\})$.

$x_t = \text{vec}_{k,s,p}(\{x(t,k,s,p)\})$ is the entire set of hidden data related to time index $t$ and $\phi_t = \text{vec}_{k}(\{\phi(t,k)\})$ is the corresponding observed data. $\mathbf{I}_{x_t, \phi_t; \theta_R^{(t-1)}}$ is the Fisher information matrix (FIM):

$$\mathbf{I}_{x_t, \phi_t; \theta_R^{(t-1)}} = -\mathbb{E} \left\{ \nabla_\theta \log f(x_t, \phi_t; \theta))_{\theta_R^{(t-1)}} \right\}. \quad (23)$$
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The probability density function of the complete data at time index $t$ required for the evaluation of the FIM is given in (17). For the calculation of the gradient term in (22) we use (adapted from (11)): 

$$f(\theta; \phi) = \prod_k \sum_j \psi_{sp} \prod_m N^c(\phi_m(t, k), \phi^k_m(p), \sigma^2).$$

(24)

In our case, $\psi_{sp}$ should satisfy the constraints $\sum_j \psi_{sp} = 1$ and $0 < \psi_{sp} < 1\forall s, p$, and hence Newton’s method cannot be directly applied. In [28] a version of the generalized reduced gradient method (GRG) algorithm was suggested, in which one of the parameters is not obtained by the maximization, but rather calculated directly by applying the constraints. This method did not yield satisfactory results in our case. We therefore suggest using the constrained variant of Newton’s method derived in the sequel. In this variant the Lagrangian is incorporated into Newton’s iterations.

B. Newton’s method with equality constraints

We will derive now a procedure capable of recursive constrained optimization. Our method will be based on a combination of Newton’s method and the method of Lagrange multipliers. We wish to solve the following optimization problem:

$$x_{opt} = \arg\max f(x) \quad \text{s.t.} \quad a^T x = b.$$ 

(25)

Defining the Lagrangian $L(x) = f(x) + \lambda(a^T x - b)$ the equivalent optimization problem can be defined:

$$x_{opt} = \arg\max_{xT \lambda} L(x).$$

(26)

Following [29], the application of one Newton step is given by:

$$\begin{bmatrix} x_t \\ \lambda(t) \end{bmatrix} = \begin{bmatrix} x_{(t-1)} \\ \lambda(t-1) \end{bmatrix} - \gamma_t \cdot \begin{bmatrix} H(x_{(t-1)}) & a^T \\ a & 0 \end{bmatrix}^{-1} \begin{bmatrix} \nabla f(x_{(t-1)}) + \lambda(t-1) a \\ a^T x_{(t-1)} - b \end{bmatrix}$$

(27)

where $H(x_{(t-1)})$ is the Hessian of $x$ calculated at the current value of the optimized vector $x_{(t-1)}$. The matrix

$$\begin{bmatrix} H(x_{(t-1)}) & a^T \\ a & 0 \end{bmatrix}$$

can be inverted by the block matrix inversion formula [30]:

$$\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}^{-1} = \begin{bmatrix} C_1^{-1} & -A_{11}^{-1} A_{12} C_2^{-1} \\ -C_2^{-1} A_{21} A_{11}^{-1} & C_2^{-1} \end{bmatrix}$$

(28)

with the obvious definition of $A_{11}, A_{12}, A_{21}, A_{22}$ and where

$$C_1 = A_{11} - A_{12} A_{21}^{-1} A_{22},$$

$$C_2 = A_{22} - A_{21} A_{11}^{-1} A_{12}.$$ 

(29)

Since, in our case $A_{22} = 0$, $C_1$ cannot be calculated. Fortunately, $C_1^{-1}$ may be calculated directly by applying the Woodbury matrix inversion identity [30] given by:

$$(A - BD^{-1}C)^{-1} = A^{-1} + A^{-1} B(D - CA^{-1}B)^{-1} CA^{-1}.$$ 

(30)

When the Woodbury identity is applied to calculating $C_1^{-1}$ it results in:

$$C_1^{-1} = (A_{11} - A_{12} A_{22}^{-1} A_{21})^{-1} = A_{11}^{-1} + A_{11}^{-1} A_{12} (A_{22} - A_{21} A_{11}^{-1} A_{12})^{-1} A_{21} A_{11}^{-1}.$$ 

(31)

Collecting all terms results in:

$$C_1^{-1} = H^{-1}(x_{(t-1)}) - \frac{H^{-1}(x_{(t-1)}) a a^T H^{-1}(x_{(t-1)})}{a^T H^{-1}(x_{(t-1)}) a}$$

(32a)

$$C_2^{-1} = -\frac{1}{a^T H^{-1}(x_{(t-1)}) a}.$$ 

(32b)

Since we are only interested in recursive optimization algorithms for $x(t)$, the Lagrange multiplier $\lambda$ should be cancelled out from the adaptation. Taking the first row of (27) and using the above matrix definitions results in:

$$x(t) = x(t-1) - \gamma_t \left[ C_1^{-1} \left( \nabla f(x_{(t-1)}) + \lambda a \right) + A_{11}^{-1} A_{12} C_2^{-1} \left( a^T x_{(t-1)} - b \right) \right].$$

(33)

Using the explicit matrices:

$$x(t) = x(t-1) - \gamma_t \left[ H^{-1}(x_{(t-1)}) \right. - \frac{H^{-1}(x_{(t-1)}) a a^T H^{-1}(x_{(t-1)})}{a^T H^{-1}(x_{(t-1)}) a} \left( \nabla f(x_{(t-1)}) + \lambda a \right) - \gamma_t \cdot \frac{H^{-1}(x_{(t-1)}) a}{a^T H^{-1}(x_{(t-1)}) a} \left( a^T x_{(t-1)} - b \right) \right].$$

(34)

It is interesting to examine the special case of setting $\gamma_t = 1$. Defining the unconstrained Newton step:

$$x_N(t) \triangleq x(t-1) - H^{-1}(x_{(t-1)}) \nabla f(x_{(t-1)}),$$

results in:

$$x(t) = x_N(t) - \frac{H^{-1}(x_{(t-1)}) a}{a^T H^{-1}(x_{(t-1)}) a} \left( a^T x_N(t) - b \right).$$

(35)

This recursion can be interpreted as an unconstrained Newton step with a correcting term, responsible for satisfying the constraint.

C. Constraint TREM Algorithm

Linear constraints $a^T \theta = b$ can be imposed on the maximization of the TREM algorithm by utilizing the result in Section IV-B. 

Note that there is no need to add the inequality constraints, regarding positive probabilities, as they are inherently satisfied. 

Since the FIM is an approximation of the Hessian, it is calculated without considering the constraint as well. This approximated Hessian is not claimed to be the actual FIM that considers the constraint.
Following (34), the recursive estimation of the parameters $\theta$ with the linear constraint set $a^T \theta = b$ is given by:

$$\theta_R(t) = \theta_R(t-1) + \gamma_t \Gamma_{x_t, \phi_t; \theta_R(t-1)} \nabla_\theta \log f(\phi_t; \theta)|\theta_R(t-1) - \gamma_t a^T \Gamma_{x_t, \phi_t; \theta_R(t-1)} a \times (a^T \theta_R(t-1) + a^T \Gamma_{x_t, \phi_t; \theta_R(t-1)} \nabla_\theta \log f(\phi_t; \theta)|\theta_R(t-1) - b).$$

(36)

where in our case $a = [1^T_{s, |p} \ 0_{S,T}]$ and $b = 1$.

The terms required for the calculation of the FIM are:

$$-E \left\{ \frac{\partial^2}{\partial \psi_{sp}^2} \log f(x_t, \phi_t; \theta)|\theta_R(t-1) \right\} = \frac{K}{\psi_{sp,R}^{(t-1)}}$$

(37a)

$$-E \left\{ \frac{\partial^2}{\partial (\sigma_{s,R}^2)^2} \log f(x_t, \phi_t; \theta)|\theta_R(t-1) \right\} = \frac{K \cdot M}{\sigma_{s,R}^{4(t-1)}} \sum_p \psi_{sp}^{(t-1)}.$$  

(37b)

All the cross-derivatives comprising the FIM are equal to zero; therefore, the FIM inversion can be performed by inverting each element of the diagonal. The FIM equation system can be decoupled into multiple scalar equations for each $\psi_{sp}$, $s$, $p$ and the other for $\sigma_{s,R}^2$.

The terms required for the calculation of the gradient are:

$$\frac{\partial}{\partial \psi_{sp}} \log f(\phi_t; \theta)|\theta_R(t-1) = \sum_k \mu(t, k, s, p) \frac{\psi_{sp,R}^{(t-1)}}{\psi_{sp}^{(t-1)}}$$

(38a)

$$\frac{\partial}{\partial \sigma_{s,R}^2} \log f(\phi_t; \theta)|\theta_R(t-1) = -\frac{1}{\sigma_{s,R}^{4(t-1)}} \sum_k \mu(t, k, s, p) \times \left[ \sum_m |\phi_m(t, k) - \phi_m^k(p)|^2 - M \cdot \sigma_{s,R}^{2(t-1)} \right]$$

(38b)

where $\mu(t, k, s, p)$ is defined as:

$$\mu(t, k, s, p) \triangleq \frac{\psi_{sp,R}^{(t-1)} \Gamma_{m, c, \phi} \left( \phi_m(t, k), \phi_m^k(p), \sigma_{s,R}^{2(t-1)} \right)}{\sum_p \psi_{sp,R}^{(t-1)} \Gamma_{m, c, \phi} \left( \phi_m(t, k), \phi_m^k(p), \sigma_{s,R}^{2(t-1)} \right)}.$$  

(39)

The calculation of TREM involves the multiplication of the FIM and the gradient. Using (37a) and (38a) and due to the similarity to (20a) we have:

$$\left( -E \left\{ \frac{\partial^2}{\partial \psi_{sp}^2} \log f(x_t, \phi_t; \theta)|\theta_R(t-1) \right\} \right)^{-1} \times \frac{\partial}{\partial \psi_{sp}} \log f(\phi_t; \theta)|\theta_R(t-1)$$

$$\sum_k \mu(t, k, s, p) \triangleq \psi_{sp}^{(t)}.$$  

(40)

Using (37a) for the FIM and (40) in (36), a recursive estimation for $\psi_{sp}$ results in:

$$\psi_{sp}^{(t)} = \psi_{sp}^{(t-1)} + \gamma_t \psi_{sp}^{(t-1)} - \gamma_t \left( \frac{\psi_{sp,R}^{(t-1)}}{1^T_{s, |p} \psi_{sp}^{(t-1)}} \right) \times (1^T_{s, |p} \psi_{sp}^{(t-1)} + 1^T_{s, |p} \psi^{(t)} - 1).$$  

(41)

Algorithm 2: Speaker tracking using TREM.

**set $\phi_{sp}^{(0)}(p)$ using (8)**

**initialize $\psi_{sp,R}^{(0)}$ and $\sigma_{s,R}^{2(0)}$**

**for $t = 1$ to $T$ do**

- Obtain $z_{m}^1(t, k), z_{m}^2(t, k)$ $\forall k, m$
- Calculate $\phi_{m}(t, k)$ using (5)
- Calculate $\psi_{sp,R}^{(t)}$ using (42)
- Calculate $\sigma_{s,R}^{2(t)}$ using (43)

end

Algorithm 3: The CREM algorithm.

**initialize $\theta_R^{(0)}$**

**for $t = 1$ to $T$ do**

- **E-step**
  - $\eta_{t}(\phi_t, x_t) \triangleq E \left\{ \langle \phi_t, x_t | \theta(t-1) \rangle \right\}$
  - $\eta_{R}(\phi_t, x_t) = \eta_{R}(\phi_{t-1}, x_{t-1}) + \gamma_t (\eta_t(\phi_t, x_t) - \eta_R(\phi_{t-1}, x_{t-1}))$

- **M-step**
  - $\theta_R^{(t)} = \arg\max_{\theta} \langle \eta_R(\phi_t, x_t), \xi(\theta) \rangle$

end

where $\psi^{(t)} = \text{vec}_{sp} \left( \left\{ \psi_{sp}^{(t)} \right\} \right)$. Noting that $1^T_{s, |p} \psi^{(t)} = 1$, the recursion can be further simplified to:

$$\psi^{(t)} = \psi^{(t-1)} + \gamma_t (\psi^{(t)} - \psi^{(t-1)})$$  

(42)

To recursively estimate $\sigma_{s,R}^{2}$, the unconstrained TREM procedure (22) can be applied. Using (37b) and (38b) in (36) we get:

$$\sigma_{s,R}^{2(t)} = \sigma_{s,R}^{2(t-1)} + \gamma_t \left( \frac{1}{K \cdot \sum_p \psi_{sp,R}^{(t-1)} \sum_k \mu(t, k, s, p) \times \left[ \sum_m |\phi_m(t, k) - \phi_m^k(p)|^2 - \sigma_{ms,R}^{2(t-1)} \right] \right).$$  

(43)

The TREM algorithm is summarized in Algorithm 2.

V. TRACKING USING CREM ALGORITHM

In this section we develop an alternative tracking procedure based on the CREM algorithm [20]. The CREM version is based on the time-smoothing of $Q(\theta | \theta^{(t)})$ obtained through the EM iterations.

In our case, the complete data probability function is an exponential p.d.f., namely:

$$\log f(\phi_t, x_t; \theta) = \langle \eta(\phi_t, x_t), \xi(\theta) \rangle$$  

(44)

where $\eta(\cdot)$ and $\xi(\cdot)$ are vectors of functions and $\langle \cdot, \cdot \rangle$ denotes the scalar product. The CREM algorithm for any exponential p.d.f. is summarized in Algorithm 3.

We now turn to the derivation of the speaker tracking procedure based on the CREM. From (17) the log-likelihood
of the complete data is given by:

\[
\log f(\phi_t, x_t; \theta) = \sum_{k,s,p} x(t, k, s, p) \left[ \log(\psi_{sp}) - \frac{1}{m} \sum_{m} \log(\pi^2_s) \right] - \sum_{k,s,p,m} x(t, k, s, p) |\phi_m(t, k) - \tilde{\phi}_m^k(p)|^2 \sigma_s^2. \tag{45}
\]

\(\eta\) and \(\xi\) can now be identified in (45):

\[
\eta(\phi_t, x_t) = \left[ \begin{array}{c}
\text{vec}_{k,s,p} \left( \{ x(t, k, s, p) \phi_m(t, k) - \tilde{\phi}_m^k(p) \} \right) \\
\text{vec}_{k,s,p,m} \left( \{ x(t, k, s, p) |\phi_m(t, k) - \tilde{\phi}_m^k(p)|^2 \} \right)
\end{array} \right] \tag{46a}
\]

\[
\xi(\theta) = \left[ \begin{array}{c}
\text{vec}_{k,s,p} \left( \{ \log(\psi_{sp}) - \frac{1}{m} \sum_{m} \log(\pi^2_s) \} \right) \\
\text{vec}_{k,s,p,m} \left( \{ \log(\psi_{sp}) - \frac{1}{m} \sum_{m} \log(\pi^2_s) \} \right)
\end{array} \right]. \tag{46b}
\]

The term \(\tilde{\eta}(\phi_t, x_t)\) required for the E-step can be simplified by only calculating the term:

\[
\mu(t, k, s, p) = E \left\{ x(t, k, s, p) \phi_1(t-1) \right\} \tag{47}
\]

which is readily given by (39). Using the above definition, \(\tilde{\eta}(\phi_t, x_t)\) can be written as:

\[
\tilde{\eta}(\phi_t, x_t) = \left[ \begin{array}{c}
\text{vec}_{k,s,p} \left( \{ \mu(t, k, s, p) \} \right) \\
\text{vec}_{k,s,p,m} \left( \{ \mu(t, k, s, p) |\phi_m(t, k) - \tilde{\phi}_m^k(p)|^2 \} \right)
\end{array} \right] \tag{48}
\]

and the recursive term \(\eta^R(\phi_t, x_t)\) can be calculated by defining:

\[
\eta^R(\phi_t, x_t) = \left[ \begin{array}{c}
\text{vec}_{k,s,p} \left( \{ \eta^R_1(t, k, s, p) \} \right) \\
\text{vec}_{k,s,p,m} \left( \{ \eta^R_2(t, k, s, p, m) \} \right)
\end{array} \right] \tag{49}
\]

where

\[
\eta^R_1(t, k, s, p) = \eta^R_1(t - 1, k, s, p) + \gamma_t \left( \mu(t, k, s, p) - \eta^R_1(t - 1, k, s, p) \right) \tag{50a}
\]

\[
\eta^R_2(t, k, s, p, m) = \eta^R_2(t - 1, k, s, p, m) + \gamma_t \left( \mu(t, k, s, p) |\phi_m(t, k) - \tilde{\phi}_m^k(p)|^2 \right. \\
\left. - \eta^R_2(t - 1, k, s, p, m) \right) \tag{50b}
\]

The maximization step in the CREM is similar to the maximization step in the batch EM. Hence, the M-step \(\Theta^{(t)}_R\) yields:

\[
\psi^{(t)}_{sp,R} = \frac{\sum_k \eta^R_1(t, k, s, p)}{K} \tag{51a}
\]

\[
\sigma^{2,(t)}_{s,R} = \frac{\sum_{k,p,m} \eta^R_2(t, k, s, p, m)}{M \cdot \sum_k \eta^R_1(t, k, s, p)}. \tag{51b}
\]

The M-step and the E-step can be merged into one recursion:

\[
\psi^{(t)}_R = \psi^{(t-1)}_R + \gamma_t (\psi^{(t)}_R - \psi^{(t-1)}_R) \tag{52}
\]

**Algorithm 4: Speaker tracking using CREM.**

- **set** \(\phi^m_{sp}(p)\) using (8)
- **initialize** \(\psi^{(0)}_{sp,R}\) and \(\sigma^{2,(0)}_{s,R}\)
- **for** \(t = 1 \text{ to } T \) **do**
  - Obtain \(z^1_{m}(t, k), z^2_{m}(t, k) \forall k, m\)
  - Calculate \(\phi_m(t, k)\) using (5)
  - Calculate \(\psi^{(t)}_{sp,R}\) using (52)
  - Calculate \(\sigma^{2,(t)}_{s,R}\) using (53)
- **end**

where \(\psi^{(t)}_{sp} = \text{vec}_{sp} \left( \{ \psi^{(t)}_{sp} \} \right)\), the latter was defined in (40), and

\[
\sigma^{2,(t)}_{s,R} = \frac{\sum_{p} \psi^{(t-1)}_{sp,R}}{\sum_{p} \psi^{(t-1)}_{sp,R}} \tag{53}
\]

Interestingly, the recursion for \(\psi^{(t)}_R\) is identical for the CREM and TREM variants. However, the recursion for \(\sigma^{2,(t)}_{s,R}\) differs. It is not clear which of the versions for estimating \(\sigma^{2,(t)}_{s,R}\) is advantageous. Whereas the CREM exhibits a faster convergence rate, the TREM may produce smoother contour estimates for slowly moving speakers.

Both tracking procedures (based on either the TREM or CREM algorithms) have the same computational complexity. For the recursive algorithms the E-step and M-step are combined and no iterations are required. Hence, for each time step \(t\), \(O(S \cdot M \cdot |P| \cdot K)\) operations are required.

The CREM tracking procedure for our case is summarized in Algorithm 4.

**VI. EXPERIMENTAL STUDY**

This section is dedicated to an experimental study of the proposed localization and tracking algorithms. We start with a simulated experimental study of the localization algorithm derived in Section III-B. We then turn to an extensive simulated experimental study of the tracking algorithms developed in Sections IV and V.

**A. Localization of Static Speakers**

1) **Setup:** A two speakers scenario was tested. The sentences uttered by different speakers were drawn from the TIMIT [31] database. The signals were analyzed by a STFT with \(K = 1024\) frequency bins. Only bins corresponding to a range of 500 – 1500Hz were considered. We simulated a room with dimensions 6 x 6 x 6.1 m and with a reverberation time set to either \(T_{60} = 0.4\) s or \(T_{60} = 0.7\) s. Twelve pairs of microphones with an inter-microphone distance of \(d = 0.2\) m were placed around the room 1 m from the walls.
The microphones constellation and the speakers locations are illustrated in Fig. 2.

Since, in our simulations, the speakers and the microphone are placed at the same height (1 m from the floor), we have used 2-D Gaussians in our MoG model in accordance with the two-dimensional search grid. \( \mathcal{P} \), the set of possible source locations, was chosen to be a grid of points, with a resolution of 10 cm. Overall, \( \mathcal{P} \) consisted of a total of \( 60 \times 60 \) possible locations. The speech signals received by the microphones were contaminated by temporally and spatially white noise with signal to noise ratio (SNR) of 30dB. We evaluated the algorithm described in Section III and compared its performance with the performance of the SRP-PHAT algorithm [5].

\[
\boldsymbol{\theta}^{(0)} = \begin{cases} \frac{1}{\text{area}} & \text{for all points on the left-hand side of the room} \\ \frac{1}{60 \times 60} & \text{for all points on the right-hand side of the room} \end{cases}
\]

Both variances were identically initialized to a value of 1. The simulation setup is summarized in Table I.

2) Results: The two location of the speakers estimates are depicted in Fig. 3 for the two values of \( T_{60} \). The true positions of the speakers are marked with black asterisks. The estimations of \( \psi_{1p}^{(0)} \) and \( \psi_{2p}^{(0)} \) are merged into one figure. To demonstrate the resolution of the proposed algorithm the speakers were positioned in a rather close proximity. It can be seen from the figures that the proposed algorithm is capable of correctly estimating the locations of the speakers, with sharp and distinguishable peaks at the correct source locations. The SRP-PHAT algorithm, however, exhibits a wide summit surrounding both correct locations, making them indistinguishable.

B. Speakers Tracking

1) Setup: In this section we demonstrate the ability of the algorithms derived in Sec. IV and Sec. V to track multiple moving speakers. Two microphone signals 4 s long were segmented into frames of 64 msec. The reverberation time was set to \( T_{60} = 0.7 \) s. The variance of all Gaussians was set to a fixed value of 1, hence only the recursive estimation procedure for \( \psi_{1p}^{(t)} \) was activated. The recursive estimation procedure for \( \psi_{2p}^{(t)} \) is identical for both the TREM and CREM algorithms, as derived from (52) and (42).

We have conducted two sets of experiments. In the first experiment set each of the two sources was synthesized to move along a straight trajectory, both with a velocity of 1.25 m/s. The starting points for the two speakers were set to \([1.5, 0.5, 1.0]\) m and \([4.5, 0.5, 1.0]\) m, respectively. \( \psi_{1p}^{(0)} \) and \( \psi_{2p}^{(0)} \) were initialized in the same manner as in the localization experiment. The step-size \( \gamma \) was set to three different values: 0.1, 0.5, 1.0. Note, that for \( \gamma = 1.0 \) the algorithm degenerates to the instantaneous estimate (52), hence to fast but noisy tracking. If \( \gamma \) is set to a very low number the algorithm exhibits long memory and tends to yield a fixed estimate close to the initialization point.

In the second set of experiments, each source was synthesized to move along a half circle trajectory, both with a velocity of 0.8 m/s. The starting points for the two speakers were set to \([2.8, 4.5, 1]\) m and \([3.2, 1.5, 1]\) m, respectively. The speakers were set to move counterclockwise. This choice of trajectory kept the speakers well-separated, avoiding the algorithm from collapsing to a single trajectory.

2) Results: The tracking results for the straight line scenario are shown in Fig. 4. In the figures the true trajectories are depicted by thin blue lines. In addition, contours corresponding to 99% of the highest peak of the p.d.f are also depicted. We show the entire set of estimated locations concurrently. It is evident that the algorithm tracks the true trajectory of each speaker with slight bias towards the competing speaker. The best results were obtained by setting \( \gamma = 0.1 \). The performance of the algorithm improves with lower reverberation levels.

Similar trends are evident for the more complex scenario, for which the speakers were synthesized to move counterclock-
The algorithm searches for the most probable track of both speakers. In some scenarios, especially if the speakers are close to each other or if one the speakers is stronger, we have encountered a practical problem in which the algorithm from further tracking of the speakers. To mitigate this problem we perturbed the current probability values at the end of each time instant in preparation for the next stage. This method is conceptually similar to the propagation stage of the particle filter (PF).

The algorithm searches for the most probable track of both speakers. In some scenarios, especially if the speakers are close to each other or if one the speakers is stronger, we have encountered a practical problem in which the algorithm output collapses to a single speaker track. To circumvent this phenomenon we have taken the following measure. In each time instant, the estimated probabilities \( \psi_{sp}^{(t)} \) for speaker \( s \) are set to zero for all room locations that are closer to the other tracked speakers. As a consequence, the search area of the speaker location at the subsequent time instant is confined to relatively close locations hence avoiding tracks degeneration.

### TABLE I
THE SIMULATION SETUP.

<table>
<thead>
<tr>
<th>( f_s )</th>
<th>( T )</th>
<th>( k )</th>
<th>( T_{60} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16000Hz</td>
<td>10</td>
<td>1024</td>
<td>0.4, 0.7 s</td>
</tr>
<tr>
<td>Room [m]</td>
<td>(</td>
<td>p_{m}^{s} - p_{n}^{s}</td>
<td>) [m]</td>
</tr>
<tr>
<td>6 × 6 × 6.1</td>
<td>0.2</td>
<td>1</td>
<td>[2.6, 2.3, 1]</td>
</tr>
</tbody>
</table>

Fig. 4. Two speaker tracking by the proposed algorithm with \( T_{60} = 0.7 \). True trajectories of the speakers are depicted by blue lines. Red closed contours present the upper 1% values of \( \psi_{sp}^{(t)} \).

Fig. 5. Two speaker tracking by the proposed algorithm with \( T_{60} = 0.7 \) s. True trajectories of the speakers are depicted by blue lines. Red closed contours present the upper 1% values of \( \psi_{sp}^{(t)} \).

### VII. Conclusion
In this work we considered the problem of localizing and tracking multiple speakers in reverberant environment. We first extend the MESSL algorithm [26] to deal with localization rather than TDOA estimation.

The main contribution of this work is the derivation of two tracking algorithms. The algorithms are based on two REM variants, namely the TREM and the CREM. In this work we also extended the TREM to deal with a constrained maximization, encountered in the MoG formulation of the problem at hand. The recursive, constrained MLE is obtained by incorporating the Lagrange multiplier method into the Newton recursion. In fact, the two algorithms differ only in the estimation of the variances of the MoG and become identical in the estimation procedure for the probabilities of the Gaussians. An experimental study demonstrates the capability of the derived algorithms to track multiple speakers in highly reverberant environment.

### Appendix
In this appendix a recursive version of the EM algorithm, attributed to Titterington [19] is presented.
Lange [32] suggests utilizing a gradient search method to perform the maximization in the M-step. Let \( f(x) \) be a function of a vector of variables \( x \). Maximization of \( f(x) \) can be obtained by Newton’s method:

\[
x_t = x_{t-1} - H^{-1}(x_{t-1}) \cdot \nabla f(x)|_{x_{t-1}},
\]

where \( H(x) \) is the Hessian of the function \( f(x) \), i.e. \( H(x_{t-1}) = \nabla^2 f(x)|_{x_{t-1}} \). This method can be adopted to accelerate the maximization of the M-step in the EM algorithm:

\[
\theta^{(t)} = \theta^{(t-1)} - \left[ \nabla^2 \log f(y(t); \theta)|_{\theta^{(t-1)}} \right]^{-1} \times \nabla \log f(y(t); \theta)|_{\theta^{(t-1)}}.
\]  

(55)

Titterington [19] proposes a fully recursive scheme by considering only the current hidden and measured data at each iteration step, namely \( Q(\theta; \theta^{(t)}) \) is redefined as:

\[
Q(\theta; \theta^{(t-1)}) = E \left\{ \log \left( y(t), x(t); \theta \right) | y(t); \theta^{(t-1)} \right\}
\]  

(56)

where \( x(t) \) is the entire set of hidden data related to time index \( t \) and \( y(t) \) is the corresponding observed data. Explicitly, the Newton’s iterations can be written as:

\[
\theta^{(t)} = \theta^{(t-1)} - \left[ E \left\{ \nabla^2 \log f(y(t); x(t); \theta)|_{\theta^{(t-1)}} | y(t); \theta^{(t-1)} \right\} \right]^{-1} \times E \left\{ \nabla \log f(y(t); x(t); \theta)|_{\theta^{(t-1)}} | y(t); \theta^{(t-1)} \right\}.
\]

(57)

where we exchanged the derivative and expectation operations. This expression may be simplified, by using the Fisher Identity [17]:

\[
E \left\{ \nabla \log f(y(t); x(t); \theta) | y(t); \theta \right\} = \nabla \log f(y(t); \theta).
\]

(58)

The inversion of the Hessian matrix is a cumbersome task. Moreover, it is not guaranteed that the expected Hessian is an invertible matrix. To mitigate these problems Titterington further suggests to approximate the expected Hessian by the FIM of both the observed and the hidden data. Note, that by this approximation the conditional expectation in the original expression is replaced by the ordinary expectation operation. The FIM is a positive definite matrix and is therefore invertible. Hence, by replacing

\[
- E \left\{ \nabla^2 \log f(y(t); x(t); \theta)|_{\theta^{(t-1)}} | y(t); \theta^{(t-1)} \right\}
\]

\[
\Rightarrow - E \left\{ \nabla^2 \log f(y(t); x(t); \theta)|_{\theta^{(t-1)}} | \theta^{(t-1)} \right\}
\]

\[
= I_{y(t), x(t); \theta^{(t-1)}} \; \nabla \theta |_{\theta^{(t-1)}},
\]

(59)

and using (58) we finally get:

\[
\theta_R^{(t)} = \theta_R^{(t-1)} + \gamma_t I_{y(t), x(t); \theta^{(t-1)}}^{-1} \; \nabla \log f(y(t); \theta)|_{\theta^{(t-1)}},
\]

(60)

where \( \theta_R^{(t)} \) is the recursive parameter vector. The variable \( \gamma_t \) introduces further convergence control to the algorithm. A convergence proof of the TREM algorithm is provided in [33].
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