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Abstract—It is shown that under certain conditions, when convolutional codes with precoding are used in conjunction with a partial response channel, the number of decoder states in a maximum likelihood decoder matched to both the code and channel is 1/2 of that predicted by Wolf and Ungerboeck [1].

I. INTRODUCTION

Wolf and Ungerboeck [1] considered constructing good trellis codes for transmitting information over a partial response channel where the decoder is matched both to the redundancy of the code and to the intersymbol interference generated by the channel. A method of constructing these trellis codes suggested by Wolf and Ungerboeck was to utilize a binary convolutional code with 2\( ^r \) states and then to pass the encoded output sequence through a precoder prior to transmission over a partial response channel. In particular, for a class of IV partial response channel [2] with transfer function (1 - \( D^2 \)), Wolf and Ungerboeck suggested treating the channel as the interleaving of two (1 - \( D \)) channels and using a precoder with transfer function (1 - \( D \))\(^{-1} \). In that case, the decoder would in general require 2\(^{r+1} \) states.

Here, we show that for a class of convolutional codes [with (1 - \( D^r \))\(^{-1} \) precoder and a (1 - \( D \)) channel] the number of states in the decoder matched to the code, precoder, and channel is only 2\(^r \). Within the class are several well-known codes including the rate 1/2 convolutional code of constraint length 7 and free distance 10. For this code, we will show how to modify the 64-state Viterbi decoder matched to the code so that it matches both the code, precoder, and the intersymbol interference of the (1 - \( D \)) channel.

The codes discussed in this paper have similar properties to the trellis codes found by other authors [3]–[4]. The approach taken here, however, is different and is a natural generalization of the work of Wolf and Ungerboeck [1]. In particular, the results of this paper give further evidence to the remarkable fact that good binary convolutional codes for the binary symmetric channel, when properly applied, yield good binary convolution codes for the 1 ± \( D \) (or 1 ± \( D^r \)) partial response channel.

An outline of this correspondence follows. In the next section, we summarize the applicable work of Wolf and Ungerboeck and the class of codes for which we can save decoder states. This is followed by a section containing examples of codes in the class. Included in this section are details of the decoder design for a rate 1/2 constraint length 7 code of free Hamming distance 10. Finally, we conclude with a brief summary.

II. CONVOLUTIONAL CODES AND THE (1 - D) CHANNEL

We consider the coding scheme proposed by Wolf and Ungerboeck shown in Fig. 1. A binary sequence \( U \) is encoded into another binary sequence \( V \) using a rate \( R \) convolutional code having a 2\(^r \)-state encoder. The free Hamming distance of the code is \( d_H \). The output of the encoder is passed through a precoder with transfer function (1 - \( D^r \))\(^{-1} \) resulting in the binary sequence \( W \). The elements of \( U, V, \) and \( W \) all are assumed to be elements from the finite field \( GF(2) \). The symbols of \( W \) are term by term converted to the real number binary sequence \( X \) with elements from the set \{ +1, -1 \} by converting the finite field symbol 0 to the real number +1 and the finite field symbol 1 to the real number -1. (This is not necessary for this discussion, but is included since this was part of the scheme proposed by Wolf and Ungerboeck.) The symbols \( X \) are passed through a (1 - \( D \)) partial response channel resulting in the real number sequence \( Y \) [with elements from the set \{ +2, 0, -2 \}]. Noise \( N \) is added to \( Y \) resulting in the sequence \( Z \). For purposes of analysis, we assume the noise to be i.i.d. Gaussian random variables with mean 0 and variance \( \sigma^2 \). A decoder produces a maximum likelihood estimate of the sequence \( U \) which we write as \( \hat{U} \).

Wolf and Ungerboeck showed that:

1. the free squared Euclidean distance between output sequences \( Y \) of the (1 - \( D \)) channel is at least 8\((d_H + 1)/2 \) where \(|x| \) is the integer value of \( x \).
2. the maximum likelihood decoder requires, in general, 2\(^{r+1} \) states.

Here, we show that for a certain class of convolutional codes, the maximum likelihood decoder requires only 2\(^r \) states. This class is characterized by a property of the generator polynomials of the code.

Consider a rate \( R = k/n \) binary convolutional code which converts \( k \) input symbols into \( n \) output symbols. Thus, although we show in Fig. 1 an encoder with one input stream \( U \) and one output stream \( V \), a more detailed description of this encoder would be as shown in Fig. 2.

Letting \( U(D) \) and \( V(D) \) be the \( D \) transform of the \( i \)th input stream and \( j \)th output stream, respectively, we describe the encoder by the set of equations

\[
V_j(D) = \sum_{i=1}^{n} G_{ij}(D) U_i(D), \quad j = 1, 2, \ldots, n.
\]

Note that if we denote the \( D \) transform of the overall output sequence \( V \), as \( V(D) \), then \( V(D) \) can be written as

\[
V(D) = \sum_{j=1}^{n} D^{j-1} V_j(D^k).
\]

Defining \( G_j(D) \) as

\[
G_j(D) = \sum_{j=1}^{n} D^{j-1} G_{ij}(D^k),
\]

we then have

\[
V(D) = \sum_{j=1}^{n} G_j(D) U_j(D^k).
\]

We define \( C \) as the class of codes for which \( G_j(D) \) is divisible by (1 - \( D \))\(^{i} \) for \( i = 1, 2, \ldots, k \). We next show that for all binary convolutional codes in class \( C \) having 2\(^r \) states, the number of states in the maximum likelihood decoder matched to the code, precoder, and (1 - \( D \)) channel is no more than...
2^r. We prove this statement by noting that the \( D \) transform of \( W \), \( W(D) \), can be written as

\[
W(D) = \sum_{i=1}^{k} G_i(D) U_i(D^r)
\]

where

\[
G_i(D) = \frac{G_i(D)}{1 + D}
\]

An encoder defined by the polynomials \( G_i(D) \) takes the uncoded input and directly produces the precoder output \( W \). This encoder has no more states than the original encoder (i.e., \( 2^r \)).

Since, this encoder produces the output sequence of the precoder, the state of the precoder must be incorporated in these \( 2^r \) states. However, if one knows the precoder state, then one also knows the state of the \( (1-D) \) channel. Thus, the \( 2^r \) encoder states are sufficient for the decoder to track the states of the original encoder, precoder, and \( (1-D) \) channel.

The free Hamming distance for all codes in class \( C \) is even since total number of ones in all of the generator polynomials is even. Thus, the free squared Euclidean distance between output sequences of the \( (1-D) \) channel is at least \( 4d_H \) for all codes in class \( C \).

### III. Examples

An examination of convolutional codes with maximal free distance [5, Table 11.1] of rates 1/2, 2/3, 3/4, having no more than 1024 states, produced the codes in class \( C \) that are listed in Table I. More codes in class \( C \) exist than those listed in the table. For example, the rate 1/2, 32-state code with \( d_H = 8 \) and generator polynomials, \( G_0(D) = 1 + D^3 + D^5 \), and \( G_1(D) = 1 + D + D^2 + D^3 + D^4 + D^5 \), which is available in a gate array device [6], is also in this class.

Finally, we consider the details of the rate 1/2 code with 64 states. The ordinary encoder for the code is shown in Fig. 3. Since \( G(D) = G_0(D^2) + DG_1(D^2) = 1 + D + D^2 + D^3 + D^4 + D^5 + D^6 + D^7 + D^8 \), then \( G(D) = 1 + D^3 + D^5 + D^7 + D^9 + D^{11} \) so that \( G_0(D) = 1 + D^4 + D^6 \) and \( G_1(D) = D + D^2 + D^3 + D^5 \). Thus, an encoder which produces the output \( W \) of the precoder is shown in Fig. 4. It is easy to see in this case why knowledge of the states of the encoder is sufficient to specify the states of the \( (1-D) \) channel. If one knows the present state of the encoder, one knows the previous output \( W_2 \) since \( W_2 \) does not depend upon the content of the last (rightmost) storage element. But this previous value of \( W_2 \) is just the content of storage element in the \( (1-D) \) channel (after making the transformation \( 0 \to +1 \), \( 1 \to -1 \)).

Finally, we comment on the structure of the Viterbi maximum likelihood decoder for this code when used for transmission over a \( (1-D) \) channel. The trellis for describing the noiseless output sequences from the channel is the same as that for the code itself except for labeling of the branches. Where the code itself has only four possible branch labelings \( \{0, 0\}, \{0, 1\}, \{1, 0\}, \{1, 1\} \) there are now seven different branch labels \( \{0, 0\}, \{0, 2\}, (-2, 0), (0, 2), (0, -2), (2, -2), (-2, 2) \}. These branch labels effect the branch metrics which must be added to the state metrics before the best path to a state is chosen. If the branch metrics are stored in a ROM, the only modification that need be made to the Viterbi decoder for the code alone to adapt it for use with the \( (1-D) \) channel is to replace one ROM table with another ROM table.

### IV. Summary

In this correspondence, we have described a class of codes for a partial response channel utilizing a maximum likelihood decoder matched to the code and the channel which has no more states than a decoder matched to the code itself.
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Abstract—In the above correspondence [1], throughput bounds are derived for the IEEE 802.4 token passing scheme, in the presence of a single class of messages. It does not consider the fact that even after the token hold..timer expires, a node is allowed to complete its message transmission. In this correspondence, we consider this fact and modify the upper bounds on throughput given in [1] accordingly.

I. INTRODUCTION

The IEEE 802.4 standard [2] specifies an optional priority mechanism which uses a set of timers to allocate bandwidth among different access classes. It works as follows: any station which receives the token loads its token_hold..timer with the value of hi..pri..token_hold..time. Then the station is allowed to initiate transmission of messages of highest access..class, until the timer expires or the messages of that queue are exhausted. If the token_hold..timer expires during a transmission, that transmission is completed before servicing the messages of the next access..class. The token hold time of the highest priority class can therefore exceed the value of hi..pri..token_hold..time. For each of the lower access classes, the token_hold..timer is loaded with the residual time from the token_rotation..timer. The station is allowed to initiate transmission of messages of current access..class, until the token_hold..timer expires or the messages in the corresponding queue are exhausted. If the timer expires during a transmission, then the current transmission is completed before servicing the next access..class or transmitting the token to the next station.

In [1], it is assumed that the message transmission of a given access..class is terminated at the very moment the token_hold..timer expires, i.e., it neglects the residual transmission time. The residual transmission time is the time required to complete a message transmission after the token_hold..timer has expired. This assumption will provide reasonable results when the average number of messages transmitted per token rotation is large. The residual transmission time, in general, depends on the message length distribution and the initial value of the token_hold..timer. Reference [1] assumes a constant message transmission time. In this case, if the initial token_hold..timer value is a multiple of the message transmission time, then the residual transmission time is zero. For asynchronous classes, however, the initial value of the token_hold..timer varies from one token rotation to the next. Below, we present an analysis in which we take into consideration the completion of message transmission after the expiration of token_hold..timer. The message transmission times are assumed to be exponentially distributed.

II. BOUNDS

The notation used in [1] is summarized below:

- \( N \) — number of stations
- \( \mu \) — mean utilization of the network by a station
- \( U \) — total network utilization
- \( C \) — mean token rotation time
- \( C_{\text{max}} \) — upper bound on mean token rotation time
- \( X_{\text{msg}} \) — mean message transmission time
- \( X_{\text{token}} \) — mean token transmission time
- \( T_{\text{sync}} \) — hi..pri..token_hold..time
- \( T_{\text{sync}} - \text{target..rotation..time} \)

The message transmission times are assumed to be exponentially distributed with mean \( X_{\text{msg}} \). The relationship between \( U \) and \( C \) is given by [1]

\[
C = \frac{N X_{\text{token}}}{1 - U}.
\]

Consider the case where only synchronous messages are present in a network. A station then transmits high priority messages until either the token_hold..timer expires or the frames in the queue are exhausted. When a queue is heavily loaded, i.e., when it has more frames than it is allowed to transmit, the token hold time of a queue is limited by the first condition. In this case, the station attempts to transmit more frames, provided the token_hold..timer has not expired. If the token_hold..timer expires during the transmission of a message, the node will still complete message transmission before transfers control to the next access..class. The memoryless property of exponential message length distribution ensures that the mean length of message portion left to be transmitted after token_hold..timer expires is also \( X_{\text{msg}} \). Thus, under very high loads, when the station tries to send as many synchronous messages as possible in a given cycle, the mean token hold time is given by \((T_{\text{sync}} + X_{\text{msg}})\). If the value of hi..pri..token_hold..time is zero, no synchronous messages are transmitted. Under these conditions, [1, equat. (2)] would be modified as follows:

\[
C_{\text{max}} = N X_{\text{token}}
\]

if \( T_{\text{sync}} \leq 0 \)

\[
= N [T_{\text{sync}} + X_{\text{token}} + X_{\text{msg}}]
\]

if \( T_{\text{sync}} > 0 \).

If \( T_{\text{sync}} \leq 0 \), no messages of the synchronous class are transmitted and hence the network utilization is zero. For \( T_{\text{sync}} > 0 \), the maximum utilization can be obtained using (1) and