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A B S T R A C T

An energy efficient adder design based on a hybrid carry computation is proposed. Addition takes place by considering the carry as propagating forwards from the LSB and backwards from the MSB. The incidence at a midpoint significantly accelerates the addition. This acceleration together with combining low-cost ripple-carry and carry-chain circuits, yields energy efficiency compared to other adder architectures. The optimal midpoint is analytically formulated and its closed-form expression is derived. To avoid the quadratic RC delay growth in a long carry chain, it is optimally repeated. The adder is enhanced in a tree-like structure for further acceleration. 32, 64 and 128-bit adders targeting 500 MHz and 1 GHz clock frequencies were designed in 65 nm technology. They consumed 11–18% less energy compared to adders generated by state-of-the-art EDA synthesis tool.
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1. Introduction

With the explosion of mobile computers and other portable devices, low-power and low-energy design became a must. Power and energy go hand in hand; power reduction leads to lower energy consumption over a fixed time span. Arithmetic circuits are considerable contributors of power and energy in computation intensive applications and require therefore a careful power-delay design tradeoff [1; Ch. 26].

Addition is a fundamental arithmetic operation for which a wide variety of algorithms and methods exist [2]. Many alternatives for adder architectures have been invented [1 Ch. 5–8] with emphasis on their VLSI circuit implementation [3]. Carry-lookahead (CLA) [1 Ch. 6], carry-skip [4], and carry-select [5] adder architectures, among many others, present different area-delay-power tradeoffs. Several works studied energy-efficient adders. While in [6,7] basic full-adder cells were proposed, in [8,9] carry-propagate adders were compared. It was noted in [9] that faster arithmetic circuits can be more energy efficient, a direction taken by our work.

This paper proposes a hybrid adder where addition takes place by considering the carry as propagating forwards from the least significant bit (LSB) and backwards from the most significant bit (MSB). The incidence at a midpoint significantly accelerates the addition. The acceleration together with combining low-cost ripple-carry and carry-chain circuits, yields energy efficiency compared to other adder architectures.

Early knowledge of the most significant carry (MSC) is very useful for addition acceleration. Given a target clock cycle (delay constraint), speeding-up MSC computation enables power and energy reduction by transistors downsizing, usage of high threshold voltage and voltage scaling. The authors in [10–12] proposed a method to obtain the MSC based on its dependency only on the most significant bits (MSBs). Though it yielded similar time complexity as conventional CLA, the resulting delay was improved, hence consuming less energy. In [13] a method for sign detection in a Binary Signed-Digit (BSD) number system based on optimized reverse tree structure was proposed. It focused on time-area (and hence energy) efficient generation of the carry-out and was shown to be advantageous compared to BSD CLA implementation. Computation of MSC was also proposed for address generation of FFT circuits [14,15]. All the methods in [10–15] did not use the availability of MSC for accelerating the computation of the sum bits of the adder, which this work does, enabling to tradeoff timing for power reduction and energy efficiency.

The worst-case length of the MSC chain is n bits and it occurs when the addend and augend are complementary of each other. The above methods proposed to accelerate MSC computation by considering the entire n bits. This paper considers the MSC with less than n bits. It does so by a hybrid combination of LSB low-cost ripple-carry and MSB carry-chain in a balanced manner, yielding about 2× reduction of the worst-case delay. Such delay reduction enables to save energy by using small and low-power transistors.

Hybrid adder architecture was also proposed in [19]. It improved the area-delay curve by offering a wider range of
power-delay optimization, obtained by concatenating several subgroups of various, independent, adder architectures. Sub-groups optimal size was set by solving an appropriate ILP optimization. Our approach is different. The LSB and MSB parts are working in parallel, where the sums and MSC of the MSB part consider the LSB part. Another advantage is the scalability, allowing repetition of the hybrid LSB-MSB mix in wide adders, whereas in [19] the mix is fixed, determined by the adder size, and non-repetitive.

The rest of the paper is organized as follows. Section 2 describes the basic structure of the hybrid adder and its underlying logic. Section 3 discusses its circuit implementation, yielding the minimum worst-case delay. Section 4 proposes speeding-up the addition by using the hybrid adder in a tree-like structure. A complete VLSI design is described in Section 5 and compared with carry-skip adders and adders synthesized by commercial EDA tools. We conclude in Section 6.

2. Carry propagation line

Shown in Fig. 1, the idea of hybrid addition is to divide the carry computation into two parts working independently in parallel, thus shortening the critical path. The carry is propagating from bit 0 and from a midpoint bit. The incidence of the paths at the midpoint is used to validate the midpoint-to-MSB sum bits.

Small area and power efficiency is achieved by using the hybrid architecture in Fig. 1. While the LSB-to-midpoint part is implemented by an ordinary low-cost ripple-carry, the MSB-to-midpoint is implemented by a carry-chain. This mix is shown to speed-up computation with a small circuitry overhead, thus yielding energy efficiency. Pure ripple carry would result in smaller area but long carry propagation delay, whereas pure carry-chain would speed up carry propagation on the expense of area growth due to the extra chain circuitry.

The above idea is subsequently elaborated. Consider the addition of two n-bit numbers $A = (a_{n-1}, \ldots, a_0)$ and $B = (b_{n-1}, \ldots, b_0)$. Let $p_i = a_i \oplus b_i$ and $g_i = a_i \cdot b_i$, $0 \leq i \leq n-1$, be their propagate and generate signals, respectively. Propagate and generate signals spanned across several bits are recursively defined by $P_i = p_i P_{i-1}$ and $G_i = p_i G_{i-1} + P_{i-1} g_i$, where $s \leq i \leq t$ is the bit range of interest. The initialization of $P_{n-1}$ and $G_{n-1}$ is subsequently discussed.

A basic chain cell is first proposed. It is then combined in the MSB part of a chain comprising $n_1$ LSBs and $n_1$ MSBs, $n = n_1 + n_0$. Let $P_j$ assert that the MSC is propagating along $j-n_1+1$ bits. Defining $P_{n_1-1} = 1$, there exists $P_j = p_j P_{j-1} = \prod_{i=j}^{n_1-1} p_i$, $n_1 \leq j \leq n-1$. The basic bit of the chain is shown in Fig. 2. It has propagation and generation tracks, implemented with CMOS pass-gate switches (the transistor schematic is shown in Fig. 11).

The MSB part comprises a carry-chain formed by connecting $n_1$ cells as shown in Fig. 3, similar to Manchester carry-chain [1]. The role of the upper track is to propagate $P_j$. In case of $p_j=1$ the pass-gates are closed and $P_{j-1}$ is transferred. The role of the lower track is to pass the carry in case it was killed or generated at a former bit. The cumulative generate signal is $G_j = p_j G_{j-1} + p_j g_j$, where $G_{n-1} = X$ (do not care). The selection of $(c_{out})_{n-1}$ is made as in a carry-skip adder with a 2:1 MUX controlled by $P_{n-1}$. If $P_{n-1} = 0$ it happens that a carry was killed or generated somewhere between bit $n_1$ and bit $n-1$, so $(c_{out})_{n-1}$ is selected from the generation track. If $P_{n-1} = 1$, then $(c_{out})_{n-1} = (c_{out})_{n_1-1}$.

Though the carry-out is quickly computed and available for further use, we would like the internal sums to be valid no later than the carry-out. To this end we use the signals $(c_{out})_{n_1-1}$ and $P_{n-1}$ of the upper track in Fig. 4. If $P_{n-1} = 0$, $(c_{out})_{n_1-1} = (c_{out})_{n_1}$ has been properly computed, regardless of $(c_{out})_{n_1-1}$, and consequently bit $j$ properly produced its sum. For $P_{n-1} = 1$ the value of $(c_{out})_{n_1-1}$ is the proper $(c_{out})_{n_1}$ value. Buffering may be required to drive the high load incurred by the $n_1$ bits.

The architecture of a complete n-bit hybrid adder is illustrated in Fig. 1. The $n_1$ LSBs compute ordinary ripple-carry, while the $n_1$ MSBs compute the carry by using carry-chain, and include the circuit of Fig. 4.

$(c_{out})_{n_1-1}$ in Fig. 1 is either the outcome of the first $n_1$ LSBs or the outcome of the last $n_1$ MSBs. It is reminiscent of a 2-block carry-skip adder. In ordinary carry-skip adder the optimal block sizes are determined by bit counting arguments [1], whereas the proposed hybrid adder determines the size of the blocks by accurately modeling and equating the propagation delay of the underlying blocks. The implied delay equations are then solved to find the optimal combination of the two circuit types, shown experimentally to consume less energy compared to other adders.

3. Finding the optimal midpoint

In the sequel the midpoint $n_1$ is determined to yield minimum worst-case critical path delay. We first consider a small adder. A wider, more complex adder will also be discussed. It requires a long carry-chain in its MSB part, and buffers must therefore be inserted to avoid the quadratic delay growth occurring in pass-gate chain. The critical path in Fig. 1 passes either in the LSB or the MSB part, which are independent of each other. The final MUX which selects $c_{out}$ from either of the two is common to both and therefore does not affect the optimal midpoint.
The MSB part has potentially two critical paths of \((c_{out})_{r-1}\) illustrated in Fig. 3, one along the upper track and the other along the lower track, each comprising \(n_r\) pass-gates. The delay through a pass-gate is smaller than the internal carry delay in a full-adder, so \(n_r > n_f\) is expected. However, while the LSB delay grows linearly with \(n_f\), the MSB has quadratic growth with \(n_r\). The optimal midpoint occurs therefore when the two delays are equal. Let \(\alpha\) denote the \(c_{in}\)-to-\(c_{out}\) delay of a full-adder, \(\gamma\) be the pass-gate intrinsic resistance and \(c\) its diffusion capacitance in all the pass-gates. Using Elmore model [16], the propagation delay of the MSB critical path is given by the following expression

\[
0.7 \sum_{i=1}^{n} r \sum_{j=1}^{n} c = 0.7rc \frac{n_r(n_r - 1)}{2} \tag{1}
\]

Equating the LSB and the MSB delays, we obtain

\[
\alpha n_f = \frac{0.7rc}{2} n_r(n_r - 1). \tag{2}
\]

Let \(\gamma = 0.7rc/2\alpha\) be the ratio of the pass-gate intrinsic RC delay to the full-adder \(c_{in}\)-to-\(c_{out}\) delay. Substitution of \(\gamma n_f = n - n_r\) in (2) yields the quadratic equation

\[\gamma n_f^2 + (1 - \gamma) n_r - n = 0. \tag{3}\]

The optimal mid-point in (4) is the positive root obtained by solving the quadratic equation in (3).

\[n_f^{opt} = \frac{1}{2\gamma} \left[ \gamma - 1 + \sqrt{(\gamma - 1)^2 + 4\gamma n} \right]. \tag{4}\]

Fig. 5 shows the length \(n_f^{opt}\) of the optimal carry-chain as a function of adder size \(n\) and \(\gamma\). It approaches \(\sqrt{n/\gamma}\) with the increase of \(n_r\). The advantage of hybrid carry computation becomes marginal since \(n_f^{opt}/n \to 0\) while \(n_f/n \to 1\), thus the adder mostly behaves like ordinary ripple-carry. To mitigate this problem, the carry-chain must be repeated.

Let the carry-chain be divided into \(m\) buffered sub-chains as shown in Fig. 6. To save hardware and shorten delay, buffering inverters are used, but then in every second sub-chain the signals 0 and \(g_j\) in Fig. 2 are replaced by 1 and \(\mathbb{E}_n\), respectively. To find the number of repeaters minimizing the MSB delay, let \(d\) be the repeater’s intrinsic delay, \(\gamma\) its driving resistance, and \(c\) its input capacitance. Using Elmore model, the input-to-input delay of a sub-chain is

\[d + 0.7 \left[ \gamma \left( c + \sum_{i=1}^{m} c_f \right) + \sum_{j=1}^{n_f/m} \left( c + \sum_{i=1}^{c_f} c_f \right) \right]. \tag{5}\]

Reasonably assuming that \(\gamma > \gamma\) and \(c' > c\) turns (5) into

\[d + 0.7rc = \frac{n_f}{2} \left( \frac{n_f}{m} + 1 \right). \tag{6}\]

Equating the ripple-carry and carry-chain delays, we obtain

\[\alpha n_f = m \left[ d + \frac{0.7rc}{m} \right] \tag{7}\]

which after substitution of \(\gamma = 0.7rc/2\alpha\) and \(n_f = n - n_r\) in (7) yields the following quadratic equation

\[\frac{\gamma}{m} n_f^2 + \left( 1 + \frac{\gamma}{m} \right) n_r + \left( \frac{d}{\alpha} m - n \right) = 0. \tag{8}\]

With some reordering, the positive root of (8) is

\[n_f^{opt} = \frac{1}{2\gamma} \left[ -(m^2 + \gamma m) \pm \sqrt{m^4 + 2\gamma \left( 1 - \frac{d}{\alpha} \right) m^3 + (\gamma^2 + 4\gamma n)m^2} \right]. \tag{9}\]
Examining several CMOS technologies, and in particular the 65 nm used in this work, we found that \( d/\alpha \approx 0.1 \). Recalling that 
\[
\gamma = 0.7c/2\alpha \text{ is the ratio of the pass-gate intrinsic RC delay to the full-adder } \gamma_c \text{-to-} \gamma_{out} \text{ delay, and hence } \gamma < 1, \text{ it follows that } \gamma^2 \ll 4\gamma n.
\]
Eq. (9) can therefore be simplified to
\[
n_{opt}^{m} = \frac{1}{2\gamma} \left[ -(m^2 + \gamma m) + \sqrt{m^2 + 1.6 \gamma m^3 + 4 \gamma mn^2} \right].
\] (10)

The value of \( n_{opt}^{m} \) obtained by (10) ensures that the LSB and MSB parts have the same delay. The chain delay is \( t = \alpha t_f = \alpha(n - n_{opt}^{m}) \). To find the optimal number of repeaters we derive \( t \) by \( m \) and solve the equation
\[
\frac{dt}{dm} = \frac{\alpha}{2\gamma} \left[ 2m + \gamma - \frac{2m^2 + 2\gamma m + 4\gamma n^2}{\sqrt{m^2 + 1.6 \gamma m^3 + 4 \gamma mn^2}} \right] = 0,
\]
whose solution is the number \( m_{opt} \) of repeaters that minimizes the delay. Squaring and reordering yields the following cubic equation for \( m_{opt} \)
\[
m^3 + 2.05 \gamma m^2 + 2\gamma(\gamma - 2)n^2 m + 5\gamma (n^2 - 4n^2) = 0.
\] (11)

Fig. 7 illustrates the solution of (11) for various adder sizes and \( 0.02 \leq \gamma \leq 0.2 \).

4. Logarithmic time hybrid addition

Hybrid addition can be sped-up by dividing the \( n \) bits into two halves and then applying computation in parallel for each part. Setting \( n' = n/2 \), the \( n' \)-bit adder is designed for minimum delay and its corresponding optimal midpoint \( n_{opt}^{r} \). \( n = n_{opt}^{r} + n_{opt}^{m} \), and repeaters (if applies) are found according to the equations in Section 3. Its architecture is illustrated in Fig. 8. As shown below, it requires the addition of carry-chain logic at the LSB part of the \( n/2 \) MSBs group for the propagation of propagate and generate signals.

Since the two halves work in parallel, the carry-in of the \( n/2 \) MSBs group is unknown, as it is valid only after the computation of the \( n/2 \) LSBs group is done. To exploit the parallelism we make the hypotheses that all unknown carry-in are 1, as shown in Fig. 8. Comparison of \( c_{in,n/2} = 1 \) with \( c_{out,n/2-1} \) validates the hypothesis.

The value of \( m_{opt} \) can be substituted in (10) to obtain the corresponding optimal midpoint \( n_{opt}^{r} \) as summarized in Table 1 for \( \gamma = 0.1 \). For a repeated chain, \( n_{opt}^{r} \) weakly depends on \( \gamma \). The delay \( \alpha t_f = \alpha(n - n_{opt}^{r}) \) remains small for very wide adders as shown in Table 1. Theadders implemented and experimented in Section 5 shows similar behavior to that in Fig. 7 and Table 1.

![Fig. 7. The optimal number of repeaters in a carry-chain.](image)

<table>
<thead>
<tr>
<th>Adder size ( n )</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeater count ( m_{opt} )</td>
<td>12</td>
<td>19</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>Ripple-carry size ( n_f )</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Carry-chain size ( n_c )</td>
<td>28</td>
<td>58</td>
<td>120</td>
<td>244</td>
</tr>
</tbody>
</table>

Table 1 Dependance of optimally repeated carry-chain on adder size.

![Fig. 8. Acceleration by parallel hybrid adders.](image)

5. Experimental results

Hybrid adders of 32, 64 and 128 bits, targeting 500 MHz and 1 GHz, have been implemented. Those were compared with low-
power adders generated by Synopsys Design Compiler EDA tool, widely used by industry [17]. Other adders have been designed for reference. We used carry-skip and Kogge–Stone adders, shown in [9] being energy efficient at 130 nm technology and 1 GHz clock frequency. The Design Compiler selects the best adder architecture and the size of its underlying logic cells, such that the resulting circuits meet the target clock cycle with minimum power (and hence energy).

The hybrid, carry-skip and Kogge–Stone adders were implemented with a semi-custom design flow, using a standard CMOS cell library of Virage Logic, designed in IBM 65 nm technology. The pass-gate cell in Fig. 2 was designed and characterized in the typical corner, and then appended to the cell library. The usage of pass-gates and their robustness in the design of low-energy addition circuits has been discussed in [18]. Its schematics and layout are shown in Fig. 11.

Table 2
The expression of \((c_{\text{out}})_{n-1}\) for a 4-group hybrid adder.

<table>
<thead>
<tr>
<th>(P_{n+4}+\eta_{r-1})</th>
<th>(P_{2n+4}+\eta_{r-1})</th>
<th>(P_{3n+4}+\eta_{r-1})</th>
<th>(P_{4n+4}+\eta_{r-1})</th>
<th>(P_{n-1})</th>
<th>((c_{\text{out}})_{n-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(0)</td>
<td>((G_{n-1}))</td>
</tr>
<tr>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(0)</td>
<td>(1)</td>
<td>((G_{3n-1}))</td>
</tr>
<tr>
<td>(x)</td>
<td>(x)</td>
<td>(0)</td>
<td>(1)</td>
<td>(1)</td>
<td>((G_{3n-1}))</td>
</tr>
<tr>
<td>(x)</td>
<td>(0)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>((G_{3n-1}))</td>
</tr>
<tr>
<td>(0)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>((G_{3n-1}))</td>
</tr>
<tr>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>((G_{3n-1}))</td>
</tr>
</tbody>
</table>

Fig. 10. A 4-group hybrid adder.

Table 3
Performance of 16-bit hybrid adder for various midpoints.

<table>
<thead>
<tr>
<th>Midpoint (\eta_{r})</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
</table>
| 500 MHz  
Delay [ns]  | 2.18 | 1.96 | 1.86 | 1.64 | 1.57 | 1.65 | 1.75 | 1.95 | 2.15 | 2.36 | 2.58 | 2.81 | 3.00 |
| Area [sq. µ]  | 231 | 225 | 221 | 214 | 208 | 203 | 197 | 191 | 186 | 179 | 174 | 168 | 162 |
| Energy [norm.] | 1.54 | 1.35 | 1.26 | 1.07 | 1.0 | 1.03 | 1.06 | 1.14 | 1.22 | 1.3 | 1.37 | 1.45 | 1.49 |
| 1.0 GHz  
Delay [ns]  | 1.07 | 1.03 | 0.99 | 0.95 | 0.91 | 0.87 | 0.91 | 1.01 | 1.12 | 1.18 | 1.3 | 1.38 | 1.47 |
| Area [sq. µ]  | 330 | 304 | 267 | 258 | 260 | 256 | 277 | 414 | 423 | 450 | 454 | 483 | 502 |
| Energy [norm.] | 1.58 | 1.4 | 1.19 | 1.1 | 1.06 | 1.0 | 1.13 | 1.87 | 2.12 | 2.38 | 2.65 | 2.99 | 3.13 |

Fig. 11. The chain-cell schematics and its corresponding layout.
The hybrid adders were implemented with 16-bit groups (non-repeated carry-chain), as in Fig. 10. The real design matches the optimal midpoint \( n_f = n - n_r \) obtained by Eq. (4). Groups were generated and simulated for all possible midpoints. Fig. 5 shows that the theoretical optimal midpoint for \( n = 16 \) is \( n_f = 7 \). Based on their physical layout, Table 3 presents the delay, area and energy of the adders built with various midpoints. Energy was obtained by power-delay product and was normalized with respect to the smallest value obtained. The minima are colored in red and nicely agree with the theory. Considering area, the underlying sum bits used full-adder library cells, whereas the carry-chain was implemented separately with the pass-gate switches shown in Fig. 11. Notice that delay constraints were met for \( 3 \leq n_f \leq 9 \).

Hybrid adders of 32, 64 and 128 bits were designed for 500 MHz and 1 GHz, based on Fig. 10 with its supplementary logic derived from Table 2. The optimal 16-bit groups of Table 3 were used. Table 4 compares the energy of the hybrid adder with the best adder synthesized by the Design Compiler EDA tool and the reference carry-skip and Kogge–Stone adders. It is important to note that the clock speed was selected independently of the adder types. Each adder was designed to meet 2.0 ns and 1.0 ns delay constraints with minimum power. Table 4 shows that the hybrid, Design Compiler and Kogge–Stone adders met those timing constraints, while the carry-skip adder failed for 64-bit and 128-bit 1 GHz.

To measure their propagation delay and energy, all adders were simulated by SPICE, with loads similar to the test bench in Fig. 2 of [9]. To ensure that the full carry path from LSB to MSB is exercised, the addend and augend have been selected complementary of each other.

The energy was obtained by power-delay product and was normalized to that of the synthesized adder. The comparison in 500 MHz shows that the 32-bit hybrid adder outperforms the synthesized adder and Kogge–Stone by 13% and 18% less energy, respectively. For 64-bit the improvements are 18% and 16%, respectively, and for 128-bit the improvements are 15% and 17%, respectively. Similar improvements in the range of 11–16% are shown for 1 GHz.

### 6. Conclusions

An energy efficient hybrid adder was studied. Analytical expressions of its optimal midpoint and repeaters have been derived, which agreed with the experimental results. Comparison of 32, 64 and 128-bit adders targeting 500 MHz and 1 GHz showed 11–18% less energy consumption compared to state-of-the-art EDA synthesized adders.
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