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Abstract—Opinion dynamics have fascinated researchers for centuries. The ability of societies to learn as well as the emergence of irrational herding are equally evident. The simplest example is that of agents that have to determine a binary action, under peer pressure coming from the decisions observed. By modifying several popular models for opinion dynamics so that agents internalize random actions rather than smooth estimates of what other people think, we are able to prove that almost surely the actions final outcome remains random, even though actions can be consensual or polarized depending on the model. This is a theoretical confirmation that the mechanism that leads to the emergence of irrational herding behavior lies in the loss of nuanced information regarding the privately held beliefs behind the individuals decisions. Interestingly, in expectation, these model all correspond to classical opinion dynamics models. This means that in every event the temporal evolution of the society does not follow the mean behaviour predicted by classical models. We also provide a simple argument that shows that the final descent into the herd is exponential and does not depend on the network topology.

Mathematical models of herding phenomena prove the old saying that actions speak louder than words. A classical result shows that sequential Bayesian learners give rise to dysfunctional information cascades because of the overwhelming effect of the actions that are observed. In this work we demonstrate that a variety of popular opinion dynamics models, modified so that the agents internalize the effect of random actions rather than smooth estimates their peers beliefs, create herding, polarized groups or do not converge to a fixed belief. Because of the generality of our analysis, our work cements the notion that actions are poor representations of private information and lead to unpredictable social herding phenomena.

There is a vast literature on the subject of opinion dynamics, aimed at modeling how beliefs propagate across a social fabric. In the late 1700s [1] first noted that averaging individuals’ beliefs would, by the law of large numbers, lead to a noise free average opinion and precise estimate in the limit [1], a concept later popularized broadly in the early 1900’s [2]. The models used to derive these insights are very similar to the Bayesian multi-agent models that are pervasive in signal processing [3], [4], [5]. While in signal processing decision criteria are often based on minimizing the expected Bayesian risk, in economics, the decision model of rational agents has been long modeled as maximizing the expected utility in the Bayesian sense. Furthermore, a substantial body of the economics literature assumes that agents reveal imperfectly their private beliefs through their utility maximizing action. The seminal paper by Bikhchandani, Hirshleifer and Welch (BHW) [6] (see also [7]) highlighted how pathologies, called informational cascades, seem to develop when agents make a zero-one decisions (for example, zero is “bad” and one is “good”), instead of averaging continuous values as in [2]. The BHW paper highlights the significant impact of processing discrete actions, as opposed to continuous belief values, on the final behavior of the group. This impact leads to what is often referred to as herding behavior [8]. Other opinion diffusions models and interactions of agents in social networks are reviewed in e.g. [9], [10], [11], [12], [13], [14].

In the last forty years, a flurry of models for opinion dynamics has emerged in the statistical physics literature [12], inspired by ideas aimed at predicting macroscopic behavior that emerges from simple random particles interactions. Among them the voter model, introduced in [15], is one of the simplest non-ergodic opinion diffusion models that leads to herding. This more closely resemble the zero-one interactions in [6] since the agents have two discrete opinions and copy at random one of their neighbors. This model was later mapped onto that of random walkers that coalesce upon encounter by Liggett [16], [17] which made it analytically tractable. An interesting variant is the one introduced by Mobilia in [18] where, using a mean-field approach, the author studied the effect of having stubborn agents in the network that, by not changing their opinion, attempt to influence the final equilibrium point. In recent work [19], [20], [21] re-examined this question and analytically characterized its behavior by generalizing the approach introduced by Liggett and providing a solution for the strategic placement of stubborn agents in the voter model. Stubborn agents were also considered by Mirtabatabaei et al. [22].
Sznajd and coauthors [23] considered a different discrete opinion dynamic in which it takes two agents to convince their neighbors of the correctness of their opinion. By contrast, Galam in [24], proposed a variant in which the opinions of the agents switched to the prevalent opinion (a majority rule) in their neighborhood. Since Sznajd dynamics are a special case of the general sequential probabilistic model (GPM) in [25], only two different phases are possible: either consensus, or coexistence of the two opinions in equal proportions. Interestingly, in the presence of stubborn agents with asynchronous updates, opinion fluctuations exist and convergence is not certain [26].

Continuous belief models and updates, even in the presence of non-linearities (e.g. bounded confidence) are also a popular way to model social dynamics of opinions. A popular form is the Hegselmann-Krause (HK) model (or the bounded confidence (BC) model) [27], [28], where opinions are represented by a real number and are updated synchronously, by averaging all the agents’ opinions that differ by less than a confidence level $\epsilon$ (set to 1 in [28]). As long as the network is connected, the agents reach a consensus [29] with the average belief in the network. A randomized variant of the HK was introduced by DeGroot in [30] and studied in e.g. [31], [32], [33], [34] in which two randomly chosen neighbors meet and adjust their opinions only when their opinion distance is below a threshold. These models lead either to consensus or polarization, but opinions do converge.

Note that in the economics literature, due to the Bayesian update rule, the agents have a continuous belief even if their action and decision variables are discrete (the probability mass function of the decision variable given the private information and history of the actions that were observed). Generalizing the analysis in [6] to arbitrary social graphs is both intractable and perhaps futile, given the ample evidence that social agents are not rational [35].

In statistical physics the acronym CODA (continuous opinions discrete actions) was coined much later in [36], [37]. This class of models follows the general idea from economics of assuming that the agents internalize an estimate of the beliefs of the others obtained by observing their actions. But contrary to the BHW model, CODA models postulate simple mechanisms of opinion contagion, without offering significant detail on the interpretation of the models and providing mostly numerical characterization of their asymptotic behavior. The strong guarantees and mathematical characterizations of the limiting behavior is completely known only for the simple chain of sequential interactions treated in [6].

Our main results is to offer strong theoretical guarantees that the same emergent behavior of random herding in the BHW model holds more broadly. Our work supports the argument that it is the discrete and random nature of what the agents internalize about the beliefs held by their neighbors that produces the formation of random herds, i.e. herds whose final decision outcome cannot be predicted with certainty and is, potentially, nefariously wrong. Moreover, we also provide simple action based generalizations of the HK dynamics, where neither consensus not polarization is achieved, and some agents have randomly fluctuating opinions.

I. CONSENSUS UNDER THE SOCIAL PRESSURE OF ACTIONS

We assume each agent has only two options to chose from, and we label them choice 0 and choice 1. Assume these choices are made by flipping a coin that is biased by a belief variable $x(t)$, generating an action $a(t) \in \{0, 1\}$. For each $n$, $a_n(t)$ is a Bernoulli random variable with probability $x(t)$.

To capture the agents’ tendency to conform to social norms, we assume that the agents perturb their belief $x(t)$ by moving towards the weighted mean of their neighbors actions. The agents update their belief as a convex combination of the frequency of action 1 over their neighborhood and their prior belief, i.e.:

$$x(t + 1) = (1 - \alpha)x(t) + \alpha \sum_{k=1}^{N} w_{nk}a_k(t)$$

where $w_{nk}$ is a weight function corresponding to the relative weight that agent $n$ gives to the action of agent $k$ if $(n, k)$ is and edge and zero otherwise. We also require that $\sum_{k} w_{nk} = 1$. We require that the matrix $W$ defined by: will be the transition matrix of an irreducible Markov chain but we do not require $w_{nn} = 0$ since it might be that agent $n$ is influenced by its own action (even though it is random and determined by its internal belief $x_n(t)$). Basic results from spectral graph theory show that this condition is equivalent to having a network that has a single component, where we have weighted edges between agents $n, k$ whenever $w_{nk} \neq 0$. Note that $x(t)$ is always an number in $[0, 1]$ and assuming that not all $x(t)$ are identically 0 or identically 1, we may assume without loss of generality that they are strictly between 0 and 1 (since this will happen with probability 1 in finite time by the averaging property). Introducing the vectors $x(t) = (x_1(t), \ldots, x_N(t))^T$ and $a(t) = (a_1(t), \ldots, a_N(t))$ we note that:

$$\mathbb{E}\{a(t)|x(t)\} = x(t),$$

and

$$\text{Cov}\{a(t)|x(t)\} = \text{diag}\{v_1(t), \ldots, v_n(t)\}.$$
where \( v_j(t) = x_j(t)(1 - x_j(t)) \) is the variance of agent \( j \) at time \( t \). Furthermore,

\[
Pr(\alpha(t) = \alpha|x(t)) = \prod_{n=1}^{N} x_n^{a_n}(t)(1 - x_n(t))^{(1 - a_n)}.
\] (4)

The value of \( \alpha \) determines the influence of the actions on the belief of each agent\(^1\). Let us define also the matrix \( W \) which has elements \( w_{m,n} \) and define

\[
W_{\alpha} = (1 - \alpha)I + \alpha W.
\] (5)

We note that for all \( 0 \leq \alpha \leq 1 \) both \( W \) and \( W_{\alpha} \) are stochastic matrices with the same right and left eigenvectors, and spectral radius 1. Let \( \pi \) be the left eigenvector of \( W \) corresponding to the largest eigenvalue 1 (normalized such that \( 1^T \pi = 1 \)) and remember that the corresponding right eigenvector is \( 1 \). By the Perron-Frobenius theorem we have \( \pi \gg 0 \), i.e. all its components are strictly positive. Denoting by

\[
J = 1\pi^T,
\] (6)

By standard theory of stochastic matrices for all \( \alpha \) the spectral radius of \( W_{\alpha} - J \) is strictly between zero and one, i.e. \( 0 < \rho(W_{\alpha} - J) < 1 \), and \( W_{\alpha}J = J \). Introducing the vectors \( x(t) = (x_1(t), \ldots, x_N(t))^T \) and \( a(t) = (a_1(t), \ldots, a_N(t)) \), we can also note that (1) can be written in vector form as follows:

\[
x(t + 1) = (1 - \alpha)x(t) + \alpha Wa(t)
\] (7)

The weights in the matrix \( W_{\alpha} \) in the DeGroot model typically are reinterpreted as being the trust individuals place on each other. The average dynamics are also a classic example of the so called Average Consensus Gossiping (AGC) algorithms [38]. For a connected network is well known that these dynamics lead to consensus on the state. Note however (7) is not deterministic and the fact that actions are discrete leads to very different dynamics than AGC as the following lemma shows:

**Lemma 1** The network has only two stationary states: \( x(t) = 1 \) and \( x(t) = 0 \).

**Proof:** It is clear that in both cases, \( x(t) = 0 \) or \( x(t) = 1 \), if we evaluate (4) for \( x(t) = 0 \), then \( Pr(\alpha(t) = 0|0) = 1 \) and \( x(t) = 1 \) \( Pr(\alpha(t) = 1|1) = 1 \). This implies that we are at a fixed point for (7), i.e. \( x(t + 1) = x(t) \). In general, fixed points will have to be both such that \( x(t) \in \{0, 1\}^N \), so that the actions remain identical to the beliefs \( \alpha(t) = x(t) \), as well as eigenvectors of \( W \), so that the next actions \( \alpha(t + 1) \) remain unchanged. In fact, if \( x(t) \) is not a binary vector then one could have \( x(t + 1) = x(t) \) iff the random action selected at time \( t \) is \( \alpha(t) = W^{-1}x(t) \in \{0, 1\}^N \), which implies \( x(t + 1) = WW^{-1}x(t) = x(t) \). But as more trials are performed there is a positive probability that \( \alpha(t') \neq W^{-1}x(t) \), which means that the state will eventually change. If, instead \( x(t) \in \{0, 1\}^N \), so that \( x(t) = \alpha(t) \), but it is neither an all zero nor all ones, then it cannot be an eigenvector of since \( Wa(t) \) are strictly between 0 and 1 except for \( \alpha(t) \equiv 0 \) and \( \alpha(t) \equiv 1 \), which means that \( x(t + 1) \neq x(t) \).

Interestingly, the fact that there are stationary states, does not suffice to prove that the beliefs indeed converge to the stationary states. This convergence is the main result. Denote the expected value of \( x(t) \) by \( \mu_x(t) \):

\[
\mu_x(t) = E\{x(t)\}.
\] (8)

Let the network weighted sample average of the beliefs according to the stationary distribution \( \pi \) at time \( t \) be:

\[
q(t) = \pi^T x(t).
\] (9)

The next lemma leverages results in the AGC literature [38]:

**Lemma 2** The expected value in (8) is such that

\[
\lim_{t \to +\infty} \mu_x(t) = E\{q(0)\} \mathbf{1}.
\] (10)

The simple proof of this lemma is relegated to the appendix for brevity. While this property is not surprising, what is interesting is the following result:

**Theorem 1** The mechanism in (1) leads to herding, i.e.

\[
\forall n, \quad Pr\left(\lim_{t \to +\infty} x_n(t) \in \{0, 1\}\right) = 1.
\]

Moreover, the limit is identical to all agents, i.e., either all agents end up with belief 0 or all of them end up with belief 1.

The first part of the proof of this lemma is similar to that used in [39] albeit for a different opinion diffusion model to show that the process converges to a random variable with probability 1. However, in contrast to [39], our model leads to herding while their model leads almost surely to consensus on the true value of the parameter. The second part resorts to the Lesbegue dominated convergence theorem to prove that the limiting random variable must be equal to either 0 or 1:

**Proof:** We know that the only stationary belief levels are \( x = 0 \) or \( x = 1 \), since for every other vector there is a positive probability that the average action will cause a deviation up to \( \alpha \), however, in contrast to the voter’s
model this is insufficient, since when the initial state has all beliefs strictly between 0 and 1, at any given stage the beliefs will be in the open interval (0, 1) since they are convex combinations of the current belief with a number in [0, 1] and convergence is not achieved in finite time.

Since $W$ is a stochastic matrix. Let $q(t) = \pi^T x(t)$ be the average belief level in the network according to the stationary distribution of $W_\alpha$. We will show that $q(t)$ is a martingale process with respect to the beliefs. To that end we observe that:

$$q(t+1) = \pi^T x(t+1) = \pi^T [(1-\alpha)x(t) + (\alpha W) a(t)].$$

where $a(t)$ is the action vector at times $t$. Computing the expectation of both sides conditioned on $x(t)$ we observe that:

$$\mathbb{E}\{q(t+1)|x(t)\} = \pi^T W_\alpha x(t) = \pi^T x(t) = q(t),$$

(11) since $\pi$ is a left eigenvector of $W_\alpha$ with an eigenvalue equal to 1 and by the Perron-Frobenius theorem all its elements are strictly positive, since the network is connected (which is equivalent to the Markov chain defined by $W$ is irreducible). This implies that $q(t)$ is a martingale with respect to the sigma-algebra determined by the sequence of beliefs $x(t)$. By definition $q(t)$ is a bounded sequence, as the weighted mean of a vector with elements between 0 and 1. By Doob’s martingale convergence theorem [40] the sequence $q(t)$ must converge to a random variable $q_\infty$ with probability 1. We need to show that $q_\infty$ is almost surely either 0 or 1,

Consider now for $t > 1$ the sequence $\Delta q(t) = q(t) - q(t-1)$, i.e. the martingale difference sequence. For each $t$ by the martingale property

$$E\{\Delta q(t)\} = 0.$$  

(13)

Since $\pi$ is a probability vector and for all $n, t 0 \leq x_n(t) \leq 1$ we have that for all $n, t |q(t)| < 1$ as well as $|\Delta q(t)| < 1$. Therefore, by the almost sure convergence of $q(t)$

$$\lim_{t \to \infty} \Delta q(t) = 0, \text{ a.s.}$$

(14)

Since $|\Delta q(t)| < 1$, by the Lesbegue dominated convergence theorem this implies that also $\Delta q(t)$ converges to 0 in the mean square sense.

$$\lim_{t \to \infty} E|\Delta q(t)|^2 = 0.$$ 

(15)

We express explicitly the conditional variance of $\Delta q(t)$

$$\text{var}(\Delta q(t)|q(t-1)) = E\{\Delta q^2(t)|q(t-1)\} = \alpha^2 \sum_{n=1}^N \pi_n^2 \text{var}(a_n(t)) = \alpha^2 \sum_{n=1}^N \pi_n^2 x_n(t)(1 - x_n(t)).$$

(16)

Since for all $n, \pi_n > 0$ the MS convergence implies that

$$\lim_{t \to \infty} x_n(t)(1 - x_n(t)) = 0 \quad \forall n.$$  

(17)

Simple probabilistic computation shows that either for all $n$

$$\lim_{t \to \infty} x_n(t) = 0 \quad \text{or} \quad \lim_{t \to \infty} x_n(t) = 1.$$  

(18)

In fact, if for some $j, n$ which are connected, $x_j(t)$ converges to 1 while $x_j(t)$ converges to 0, since the actions are independent and since $j, n$ are connected (with positive weight), there will be with probability 1 infinitely many deviations of at least $|W_{n,j}|$ of both $x_n(t)$ and $x_j(t)$, contradicting the convergence of both $x_n(t)$ and $x_j(t)$. This implies that herding must be achieved with probability 1, which ends the proof of the main theorem.

It should be noted that while the limit variables $x_n(\infty)$ have values 0, 1, each initial condition has a different probability of converging to 0 or 1, which implies that what outcomes prevails, wrong or right, is random and therefore social pressure can lead to unpredictable collective behavior, in spite of the initial information the agents have available to forge their opinion. We would like to determine its distribution given an initial value or a distribution of initial values. The next corollary will show that $x_n(\infty)$ is a binomial random variable with mean $q(0)$. This implies that the variance of $x_n(\infty)$ is $q(0)(1 - q(0))$. In fact, the combination of the lemma above and the main theorem leads to the following corollary:

**Corollary 1** Let $x(0)$ be the agents’ initial belief level vector. The probability that the agents herd to action $a_n(t) = 1$ is $q(0) = 1^T x(0)$, i.e. $\lim_{t \to +\infty} P(x_n(t) = 1) = q(0)$.

**Proof:** Since, as $t \to +\infty$, the network can only be in one of the two fixed points $x(t) = 1$ or $x(t) = 0$, the probability that it will end up on one of these two states is, as indicated in Lemma 2, equal to the average initial belief.

Interestingly, no matter what the initial state is, we cannot predict the outcome of the herding for sure. No matter how close the population belief is to 0 or 1 initially, it is always possible that they will herd towards the opposite action. If it is indeed true that the social pressure mechanism is based on internalizing the actions of one’s peers, we cannot predict accurately the outcome of the social dynamics. Applying this to market behavior, where people favor one product over the other, this indicates a quality brand that has high probability of capturing a large percentage of the market.
if individuals were to choose in isolation, may actually fail and other firms with worse products have a fighting chance to capture it. Furthermore, we can see that even in large markets driven only by the consumers repeated actions, a winner takes all cascade eventually happens, and one product wins the majority of the market share irrespective of the initial individual evidence to the quality of the product. This may not always be the case however. In the next section we generalize our analysis first to random interactions and show the same type of herding phenomenon happens as well in that context. We also show that when social pressure is mitigated by mistrust for what deviates excessively from ones prior belief, then the society may split in multiple herds.

A. Randomized interactions

A simple variation of our model is one that captures random interactions among the agents. In this case (1) becomes

\[ x_n(t+1) = (1-\alpha)x_n(t) + \alpha \sum_{k=1}^{N} w_{nk}(t)a_k(t) \]  

(19)

where the weights \( w_{nk}(t) \) are non zero only for those individuals who observe and are affected by their peers actions in that particular epoch. We assume \( w_{nk}(t) \) are random processes independent from the actions the nodes performed, which continue to be modeled as in the previous section. Corresponsingly, we can define the random matrices \( W(t) \) and \( W_\alpha(t) \) as before. Interestingly this variation of the model hardly changes the result and random herding ensues also in this case almost surely. Let us now assume that these random matrices are ergodic processes and denote by \( W = \mathbb{E}\{W(t)\} \).

If all nodes will speak infinitely often with peers and the average \( W = \mathbb{E}\{W(t)\} \) is a stochastic matrix with eigenvalue 1 with multiplicity 1, then we can easily generalize the proof of our main theorem, using the same definition of \( \pi \) as before:

**Corollary 2** The statement of Theorem 1 holds unchanged if the interactions are random and \( W = \mathbb{E}\{W(t)\} \).

**Proof:** In this case we define:

\[ q(t) = \pi^T x(t) \]

(20)

In this case, like before:

\[ \mathbb{E}\{q(t+1)|x(t)\} = \pi^T W_\alpha x(t) = \pi^T x(t) = q(t), \]

(21)

but now the average is also with respect to the process \( W(t) \). Nonetheless everything else from this point on follows the steps of the proof of Theorem 1.

II. Bounded confidence models

A. Bounded confidence under the influence of actions

An interesting generalization of our model is the update with bounded-confidence, where the \( n \)th agent updates happen only where the observations are sufficiently close to the agent own disposition. A natural option is to analyze a model similar to the HK model proposed in [27] for continuous opinion dynamics. In the HK model, agents mix their belief only with agents whose belief sufficiently close to their own. In our case, agents update their belief only if the empirical distribution of the actions of its neighbors is sufficiently close to \( x_n(t) \). We introduce the function:

\[ \rho(x) = \alpha u(|x| \leq \tau) \]

(22)

in which the confidence threshold \( \tau < 1 \) and \( u(x) \) is the Heaviside (i.e. the unit step) function. The agent’s update with bounded confidence in its neighbors is modeled as:

\[ x_n(t+1) = x_n(t) + \rho \left( \sum_{k=1}^{N} w_{nk} a_k(t) - x_n(t) \right). \]

(23)

We note right away that \( \rho(0-0) = \rho(1-1) = 0 \), which implies that \( x(t) = 1 \) or \( x(t) = 0 \) are, once again fixed points. Let us denote by:

\[ P_n(x(t)) = P \left( \left| \sum_{k=1}^{N} w_{nk} a_k(t) - x_n(t) \right| > \tau \mid x(t) \right) \]

(24)

Let:

\[ \alpha_n(x(t)) = \alpha (1 - P_n(x(t))). \]

(25)

We can define a matrix \( W(x(t)) \) in the same way as (5), except that we replace \( \alpha \) with a diagonal matrix with diagonal elements \( \alpha_n(x(t)) \). It is straightforward to see that

\[ \mathbb{E}\{x(t+1)|x(t)\} = W(x(t)) x(t) \]

which are smooth non-linear dynamics equivalent to the HK model. In the action-based HK dynamics a range of stationary beliefs are possible and, also the beliefs may never converge even in distribution. In fact, next we provide an example where the action-based HK model exhibits much more complex behavior than the polarization phenomenon observed in the classical HK model. Let us illustrate this fact with an example. Consider a network with four nodes, with an initial beliefs vector \( x = (0, 0.45, 0.55, 1)^T \), a confidence threshold \( \tau = 0.25 \) and a mixing matrix:

\[
W = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0.5 & 0 & 0.25 & 0.25 \\
0.25 & 0.25 & 0 & 0.5 \\
0 & 0 & 1 & 0
\end{bmatrix}.
\]

(26)
In this case the dynamics of the four nodes are as follows. For the first node:

\[
\begin{align*}
    x_1(t+1) &= \begin{cases}
        x_1(t) + \alpha u([1-x_1(t)] \leq \tau)(1-x_1(t)) & \text{if } x_1(t) - \alpha u(x_1(t) \leq \tau)x_1(t) \\
        x_1(t) - \alpha u(x_1(t) \leq \tau)x_1(t) & \text{if } x_1(t) = 0
    \end{cases}
\]

and the reason why \( x_1(t) = 0 \) is that we assumed that \( x_1(0) = 0 \) and all later values remain unchanged. Similarly, without giving a proof we can show that \( x_4(t) = 1 \) (just by symmetry \( 1 - x_4(t) \) behaves like \( x_1(t) \)). For node number two, when update is activated, the node has a new state that is a convex combination of \( x_2(t) \) with either 0.25 or 0.5. Therefore:

\[
(1-\alpha)x_2(t) + \alpha \cdot 0.25 \leq x_2(t+1) \leq (1-\alpha)x_2(t) + \alpha \cdot 0.5
\]

and, since the node starts at \( x_2(0) = 0.45 \), the subsequent values will have to remain confined in the interval \((0.25, 0.5)\). For similar reasons \( x_3(t) \) will remain in the interval \((0.5, 0.75)\). However, they both will change randomly. In fact, \( x_2(t) \) will change due to \( a_3(t) \) and viceversa \( x_3(t) \) will change based on \( a_2(t) \). Therefore no convergence in distribution is attained and the opinions will continue to fluctuate indefinitely in the intervals discussed above. This is shown numerically in the next section in Fig. 8.

B. Reinforcement with random pairwise interactions

We propose an alternative model for the update. We assume that if agent \( n \) observes at random one of its neighbors, say the \( k \)th neighbor, make the same action, agent \( n \) will adjust the belief as follows:

\[
x_n(t+1) = x_n(t) + \alpha \delta[a_n(t) - a_k(t)](a_n(t) - x_n(t)),
\]

where \( \delta[x] \) is the Kronecker delta function.

We view this model as a mechanism that reinforces behavior, because it tends to decrease or increase the belief based on the frequency with which ones action is repeated in the neighborhood. In this case the only fixed points for the dynamics \( x \) have integer entries, but unlike either (12) or (21), in this case the network may never coalesce in taking a single action, but opposite decisions may persist as well. A scenario that could be modeled in this fashion is the case of social agents making a binary choice on an activity (for instance, take salsa or polka lessons) so that they end up observing only the peers that made the same decision, while they are precluded from knowing who among their peers made the opposite choice. For an agent that only observes the choice of those friends who made the same decision (i.e. the friends met at the salsa lesson) the social pressure is only reinforcing the belief that corresponds to the choice made (that salsa dancing is a fun activity).

Let \( \mathcal{A} = \{x(t), (n, k)\} \) indicate the event that belief at time \( t \) is \( x(t) \) and the edge \((n, k)\) is chosen. The conditional expectation of these dynamics given a random pair \((n, k)\) is:

\[
\mathbb{E}\{x_n(t+1)|\mathcal{A}\} = x_n(t)[1 - \alpha(1 - x_n(t))(1 - x_k(t))]
\]

Next we prove the following lemma:

**Theorem 2** The mechanism in (29) leads to

\[
\forall n, \quad \text{Pr}\left(\lim_{t\to\infty} x_n(t) \in \{0, 1\}\right) = 1.
\]

but not necessarily herding, which in turn means society will be polarized in general.

**Proof:** The argument follows a similar line of reasoning as our previous theorem. Because of the dominated convergence theorem the state \( x_n(t) \) must converge in the mean square sense. We can see then that the sequence \( y_{nk}(t) = \alpha \delta[a_n(t) - a_k(t)](a_n(t) - x_n(t)) \) must go to zero in the mean square sense, because each pair is selected at random infinitely often. This can happen in only two cases, either the conditional variance of \( a_n(t) - x_n(t) \) goes to zero or \( \delta(a_n(t) - a_k(t)) = 0 \) with probability one. If we assume the first is not true, then the second implies that the independent actions of the random pair of agents are the same, which can only be if they have equal probability \( x_n(t) = x_k(t) \in \{0, 1\} \); while this cannot happen in finite time it can happen at the limit. If this does not happen then the variance of \( a_n(t) \) in the limit must be zero which again implies that in the limit the probability converges to either 1 or 0. Both lead to the same conclusion, which proves the theorem.

This result is in line with the intuition that those who start salsa will stick with it if they meet enough friends but that also means that if the group is split, they may remain split.

III. SIMULATED EXPERIMENTS

A. Consensus under the social pressure of actions

To demonstrate the herding and clustering phenomenon we proved to be true in Section I, we performed
Then we picked randomly 5000 initial vectors \( x(0) \) whose entries are independent and drawn to have a mean \( \forall n \ E\{x_n(0)\} = p_0 \) varying from 0.2 to 0.8 and chose uniform weights \( w_{kn} = 1/\text{deg}(k) \), where \( \text{deg}(k) \) denotes the degree of node \( k \) (the graph is undirected).

![Random Graph](image)

**Fig. 1.** The random graph used for simulations.

Figure 2 shows the histogram of the limit for various random realizations of the process for initial belief levels of \( p_0 = 0.2, 0.6 \). Figure 3 shows clearly that the actions are Bernoulli random variables whose parameter is correctly predicted by the theorem.

Finally, we have studied numerically the rate of herding in the basic model. To that end we have used two different types of random graphs. A circle with 20 agents and an Erdos-Renyi random graph with 20 agents and edge probability of 0.3. For each of these graphs we have performed 100 experiments with the same initial condition of \( x_i(0) = 0.7 \) for all agents. Figure 4 depicts the variance of \( a_i(t) \) of the actions of each agent as a function of time given by \( (x_i(1) - x_i(t)) \), for both the Erdos-Renyi graph with probability of link of 0.3 and for a circle. The initial belief vector was 0.7 for all agents, and \( \alpha = 0.1 \). We can clearly see that the rate of convergence once the process moves to the accelerated phase forms a line with slope that does not depend on the network topology. The beginning of the rapid convergence does depend on the initial opinions, the final result of the herding as well as the network topology and the choice of \( \alpha \).

![Convergence of the variance](image)

**Fig. 4.** Mean and variance of the limit point as a function of \( p_0 \).

To understand the rate of convergence towards herding in the synchronous model, we propose the following simplified argument. Assume that all \( x_i(t) \) are very close to 1. Then at this stage it is very likely that all agents will select action 1. Similarly when all \( x_i(t) \) are close to 0 they are all likely to choose 0. In the latter case, it is likely that the iteration \( x(t+1) = 1 - \alpha x(t) \) keeps happening with high probability. This shows the exponential convergence towards 0 with rate \( (1 - \alpha) \), irrespective of the network topology. Similarly, when all \( x_i(t) \) are close to 1, \( 1 - x_i(t+1) = 1 - (1 - \alpha)x(t) = \alpha \), which simplifies to \( (1 - \alpha)(1 - x_i(t)) \). This implies that \( 1 - x_i(t) \) converges exponentially to zero, and therefore, the variance converges exponentially fast to 0. To demonstrate the applicability of the above argument, we tested the dependence of the speed of herding as a function of \( \alpha \). To that end we have generated 100 Erdos-renyi
random graphs with probability of a link equal to 0.5, \( N = 20 \) nodes and \( \alpha \) was varied from 0.025 to 0.4. We have measured the slope at the rapid convergence stage of the variance of \( a(t) \). Figure 5 depicts the decay rate of the variance of the actions \( 10 \log_{10} (x_i(t)(1 - x_i(t))) \) as a function of \( \alpha \). We compared this to the theoretical value of \( 10 \log_{10}(1 - \alpha) \). As can be seen the fitting is excellent. However, we note that the beginning of the exponential convergence stage depends on many factors, such as network topology, initial conditions and the actual random actions taken. Providing a statistical analysis of this random time, is an interesting research problem.

B. Simulations of herding under random pairwise interactions

We also tested the dynamics where each time two random nodes average their actions, discussed in the Randomized interactions section, and use the averaged action to update their mutual beliefs. Figure 6 describes the random graph used. In this case we describe the course of two dynamics of the population, both where all nodes had an initial belief of 0.9, i.e. all nodes were very inclined to take action 1. The top Figure 7 presents a dynamics converging to 1. We present the lowest belief, the highest belief and the mean belief. As can be seen when the dynamics converge to 1 this happens quite rapidly, because of the initial state of all nodes. The bottom of Figure 7 presents another instance of the dynamics, where initial beliefs were identical to the previous case, but the limiting value of the herding was 0. With the initial conditions defined in the simulation, this occurs only 10% of the simulations. Still this is surprising, as it would be expected that the initial belief will have significant impact on the results of the herding. As predicted by the main theorem, the direction of the herding is unexpected, and governed by the random actions of the agents.

C. Action-based HK model

In Figure 8 we simulated the dynamics discussed in Section II pertaining four nodes with \( W \) in (26). Note that there is no agreement but also no convergence of belief, in contrast to the classical HK model and the claims made in Section II are corroborated by the simulation results. Furthermore the random process of the opinions of the agents is very complex, as one can notice from the
complex non linear dynamics of the mean. This shows that it is much harder to predict a form of polarization because the random processes $x_2(t), x_3(t)$ are governed by non-linear stochastic dynamics that are Markovian but non homogeneous, whose trends are difficult to manipulate mathematically to obtain optimum forecasts. Either than resorting to the bounds we mentioned, accurate predictions become intractable, even when the initial conditions are known.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{network_state.png}
\caption{The state of the four node network with $W$ in (26).}
\end{figure}

\subsection{D. Reinforcement model}

In Section II we introduced a new model in which nodes move their belief when their action is identical to one of their neighbors, selected at random. In this case we showed that the network in Figure 1, with uniform initial belief equal to 0.5, converges to possibly multiple herds. This is illustrated in our three numerical simulation of the dynamics of the beliefs in Figure 9 where we can clearly observe the emergence of herding towards belief 1 and belief 0 by all nodes in the top and bottom figures respectively, as well as the emergence of polarized groups, whose belief is 1 or 0, in the middle plot. This corroborate the statement in Theorem 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{belief_dynamics.png}
\caption{Three experiments of the dynamics of the agents beliefs with same initial beliefs that converge to herding (top 0 and bottom 1) and polarization (middle).}
\end{figure}

\section{IV. Conclusions}

In this paper we examined an opinion diffusion model in which agents update their belief based on their neighbors’ empirical distribution of the actions. The use of the observed actions leads to herding unlike continuous state updates when neither bounded confidence nor stubborn agents are present in the system showing that the trend observed in the BHW model extends to other settings.

This surprising results provides a new mechanism for herding which does not rely on spreading of misinformation or the well known information cascades. Rather it is the randomness of the actions which generates the herding. It also suggests that random effects can cause a major obstacle, to predicting social dynamics. Even if initial beliefs are completely known and the dynamics is a simple linear dynamics with known weights, the effects of random actions make the final state unpredictable or simply can prevent consensus altogether.
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From (7) it is straightforward to prove the following:

**Lemma 3** In general $\mathbb{E}\{x(t+1)|x(t)\} = W_\alpha x(t)$ and $\mathbb{E}\{Jx(t+1)|x(t)\} = Jx(t)$.

We now prove Lemma 3. Taking the expectation on both sides of 7, we obtain:

$$
\mu_\alpha(t+1) = (1 - \alpha)\mathbb{E}\{x(t)\} + \alpha \mathbb{E}\{\mathbb{E}\{a(t)|x(t)\}\} = W_\alpha \mu_\alpha(t) = W_\alpha \mu_\alpha(0)
$$

which is the AGC update that converges to consensus in the limit. In fact

$$
\lim_{t \to +\infty} W^t = J
$$

and

$$
J\mu_\alpha(0) = 1\pi^T \mu_\alpha(0)
$$

which proves the claim, since $\mathbb{E}\{q(0)\} = \pi^T \mu_\alpha(0)$. In addition to the lemmas and theorems in the main paper, the following result holds

**Lemma 4** In general

$$
\mathbb{E}\{x(t+1)|x(t)\} = W_\alpha x(t)
$$

and

$$
\mathbb{E}\{Jx(t+1)|x(t)\} = Jx(t).
$$

**Proof:**

$$
\mathbb{E}\{x(t+1)|x(t)\} = (1 - \alpha)x(t) + \alpha \mathbb{E}\{\mathbb{E}\{a(t+1)|x(t)\}\} = (1 - \alpha)x(t) + \alpha Wx(t) = W_\alpha x(t).
$$
The second claim follows easily since $JW_\alpha = J$. This shows that in expectation the belief follows the same dynamics as the DeGroot model [30].

This lemma clarifies the connection with the classic opinion dynamics model introduced by DeGroot [30], which is identical to our model in expectation.
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